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    PREFACE 

          Nanophotonics looks at light–matter interactions at the nanoscale – covering all of the 
processes of light propagation, emission, absorption, and scattering in complex nanostruc-
tures. We found that looking at nanophotonics starting from the very basics and taking it 
all the way to the applications, which would be important and very useful for practitioners 
of nanophotonics, has been missing from the literature. The idea for this book,  Applied 
Nanophotonics , was born at NTU Singapore as a result of our long discussions of how 
academic education and technical training in the fi eld of nanophotonics should be. This 
book is therefore intended to be a self-contained textbook that can be used for both grad-
uate and undergraduate students as well as engineers, scientists, and R&D experts who 
would like to have a complete treatment of nanophotonics. 

 This book was made possible as a result of the research work carried out by the authors 
over the period 2000–2018 at Stanford University, Bilkent University, NTU Singapore, 
and the Belarussian National Academy of Sciences. For that we are grateful to all of 
our colleagues, collaborators, and students, with whom we have explored the world of 
nanophotonics and learned a great deal in this joyful and fun adventure. To this end, 
special thanks go to Prof. D. A. B. Miller and Prof. J. Harris of Stanford University. At 
the fi nal stage of this book project the critical reading of the selected chapters by Dr. A. 
Baldycheva, Dr. P. L. Hernandez-Martinez, Dr. S. Golmakaniyoon, and Dr. R. Thomas 
was of great help, as was the assistance of K. Güngör, who helped to produce the cover 
design. S. V. G. gratefully acknowledges the creative atmosphere and promotional support 
from NTU in 2014–2016. 

 Also, we would like to thank the publishing house of Cambridge University Press, for 
the excellent and fruitful cooperation, without which this book would never have been 
accomplished. In particular, we bestow our thanks to Heather Brolly, Anastasia Toynbee, 
Gary Smith, and Jane Shaw from Cambridge. We are also indebted to the referees and 
colleagues for their encouraging comments and helpful advice in the early stages of this 
book project. 

 Last but not least, we thank our wives, families, and friends for their never-ending 
encouragement and support. 

 H. V. Demir and S. V. Gaponenko 
 Singapore, Ankara, Minsk 

 May 2018 
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      NOTATION 

              A       spontaneous emission probability (rate), the Einstein coeffi cient   
   A       size of a quantum well; length; period in space   
   a       acceleration   
   a  *  B        exciton Bohr radius   
   a  B                = 5.2917… · 10 −2  nm, electron Bohr radius   
   a, b, c       periods of a three-dimensional lattice   
   a  L       crystal lattice period   
   B       magnetic induction vector   
   B       stimulated emission factor (the Einstein coeffi cient)   
   C       concentration   
   c                = 299,792,458… m/s, speed of light in vacuum   
   D       electric displacement vector   
   D       density of modes, density of states   
   D       optical density (–lg(transmission))   
   d       dipole moment; unit vector along dipole moment   
   d       dimensionality of space; thickness   
   e       = 1.6021892 … · 10 −19  C, elementary electric charge   
   E       electric fi eld vector   
   E       kinetic energy   
     E  F       Fermi level (energy)   
   E  g       band gap energy   
   F       force   
   f       volume-fi lling factor; fraction   
   f  BE       Bose–Einstein distribution function   
   f  FD       Fermi–Dirac distribution function   
   G       Green’s function   
   h      = 6.626069… · 10 −34            J·s, Planck constant   
             ħ  h / 2π≡             
   H       Hamiltonian   
   H       magnetic fi eld vector   
   I       intensity   
   i       imaginary unit   
   J       electric current density   
   k ,  k       wave vector, wave number   
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Notation xiii

kB	 = 1.380662 … · 10−23 J/K, Boltzmann constant
l	 orbital quantum number
L, L	 angular momentum
L, l	 thickness
ℓ	 mean free path
M	 magnetic polarizations
M	 exciton mass
M	 mass
m0 	 = 9.109534 · 10–31 kg, the rest mass of an electron
m*	 effective mass
n	 unit vector
N, n	 concentration; integer number
nr	� refractive index; real part of complex refractive index for absorbing 

materials
P	 electric polarization
P	 hole concentration in a semiconductor
p, p	 momentum, quasi-momentum
Q	 quantum efficiency; quantum yield
R	 reflection coefficient for intensity
r	 reflection coefficient for amplitude
r	 radius vector
R, r	 radius, distance
r, ϑ, ϕ	 spherical coordinates
Ry	 = 13.605 … eV, Rydberg energy
Ry*	 exciton Rydberg energy
S	 pointing vector
T	 translation vector
T	 time period; temperature; transmission coefficient
t	 time; transmission coefficient for amplitude
U	 potential energy; energy
u	 spectral energy density per unit volume
V	 volume
v, v	 velocity
v

g, vg	 group velocity
W	 emission rate
x, y, z	 coordinates
α	 absorption coefficient
Γ	 dephasing rate
γ	 decay rate

rad
vacuum

0γ γ≡ 	 radiative (spontaneous) decay rate in vacuum
ε	 relative dielectric permittivity; molar absorption coefficient
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Notationxiv

κ	� imaginary part of the complex refractive index; evanescence parameter 
in tunneling

λ	 wavelength
μ	 reduced mass; chemical potential; relative magnetic permeability
μ0	 permeability of a vacuum
ν	 frequency
ξ	 set of all coordinates of the particles in a quantum system
ρ	 electric charge density
σ	 absorption cross-section
τ	 time constant in various processes (decay, transfer, scattering)
Γϑ, ϕ	 spherical coordinates
χ	 dielectric susceptibility
χ

nl	 roots of the spherical Bessel functions
Ψ	 wave function, time-dependent
ψ	 wave function, time-independent
ω	 circular frequency
ωp	 plasma circular frequency
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    ACRONYMS   

   Terms 

    2DPC      two-dimensional photonic crystal   
  3DPC      three-dimensional photonic crystal   
  AFM      atomic force microscope   
  CCD      charge-coupled device   
  CCT      correlated color temperature   
  CD      compact disk   
  CD-ROM      compact disk read-only memory   
  CFLs      compact fl uorescent lamps   
  CIS      copper indium sulfi de   
  CMOS      complementary metal-oxide-semiconductor (technology)   
  CQD      colloidal quantum dot   
  CQS      color quality scale   
  CRI      color rendering index   
  CVD      chemical vapor deposition   
  CW      continuous wave   
  DBR      distributed Bragg refl ector   
  DFB      distributed feedback   
  DOM      density of modes   
  DOS      density of states   
  DVD      digital versatile disk   
  DWDM      dense wavelength division/multiplexing   
  EBL      electron blocking layer   
  EQE      external quantum effi ciency   
  ESU      electrostatic unit   
  ETL      electron injection layer   
  FCC      face-centered cubic   
  FMN      fl avin mononucleotide   
  FRET      Förster resonance energy transfer   
  FTTH      fi ber to the home   
  HOMO      highest occupied molecular orbital   
  HTL      hole injection layer   
  ICP      inductively coupled plasma   
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IJE	 injection efficiency
IQE	 internal quantum efficiency
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LAN	 local area network
LCD	 liquid crystal display
LDOS	 local density of states
LED	 light-emitting diode
LEE	 light extraction efficiency
LER	 luminance efficacy of optical radiation
LUMO	 lowest unoccupied molecular orbital
MBE	 molecular beam epitaxy
MDM	 mode division multiplexing
MEG	 multiple exciton generation
MIXSEL	 mode-locked integrated external-cavity surface-emitting laser
MOCVD	 metal–organic chemical vapor deposition
MOVPE	 metal–organic vapor-phase epitaxy
NP	 nanoparticle
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OLED	 organic light-emitting diode
PC	 personal computer
PC	 photonic crystal
PECVD	 plasma-enhanced chemical vapor deposition
PL	 photoluminescence
PON	 passive optical network
PSS	 patterned sapphire substrate
RDE	 radiative efficiency
RET	 resonance energy transfer
RIE	 reactive ion etching
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   1 

        1.1     FRoM passIVE VIsIoN to actIVE haRNEssING oF LIGht 

    Light plays a major role in our perceptual cognition through vision, which occurs in the 
very narrow spectral range of electromagnetic radiation from approximately 400  nm 
(violet) to approximately 700  nm (red), whereas the whole wealth of electromagnetic 
wavelengths extends from picometers (gamma rays) to kilometers (long radiowaves) and 
beyond. In the early stages of technology, humans strived for enhancement of visual per-
ception. Major highlights are: the invention of eye glasses (Salvino D’Armate, Italy, at 
the end of the thirteenth century); the invention of the microscope  c. 1590 by two Dutch 
spectacle makers, Zacharias Jansen and his father Hans; and the invention of the telescope 
in 1608 by Hans Lippershey, also a Dutch eyeglass maker (  Figure 1.1 ). These devices only 
enhanced our passive vision by means of light coming from the sun or another source, 
e.g., a candle or an oven, and scattered toward our eyes. At that time no attempt had been 
made to generate light other than through the use of fi re, or to store images in any fashion. 
Much later, in 1839, Louis Daguerre introduced the fi rst photocamera (daguerreotype) in 
which a light-sensitive AgI-coated plate was used for image recording. This was the fi rst 
manmade optical processing device. In 1873–1875, Willoughby Smith in the USA and 
Ernst Werner Siemens (Siemens  1875 ) in Germany described the remarkable sensitivity of 
a selenium fi lm conductivity to light illumination, thus creating a basis for photoelectric 
detectors. Very soon after, in 1880, using a selenium plate as a photodetector, Alexander 
Bell in the USA ingeniously demonstrated wireless optical communication over 200  m 
using a sunbeam modulated by a microphone membrane (Bell  1880 ). The modulated sig-
nal was received by a photodetector, converted into an electric signal and eventually into 
acoustic vibrations by a telephone. Later, during World War I, this idea was implemented 
in a communication across a few kilometers for military purposes, using modulated incan-
descent lamp radiation. This is the approach to wireless optical communication that has 
more recently gained the notation “Li-Fi” (light fi delity). For a practical, far-reaching 
implementation of optical communication, reliable light sources with fast modulation 
were needed. Notably, at this time, Charles Fritts ( 1883 ) in New York developed a solar cell 
with 1% effi ciency using selenium on a thin layer of gold, thus introducing the possibility 
of industrial-scale photovoltaics.  

 Introduction 
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Introduction2

Systematic experiments with electric gas discharge resulted in the first electric gas lamps 
being introduced in Europe and the USA around the early 1900s. These were the first 
devices directly converting electricity into light without heating. The emergence of televi-
sion (TV) in the USA in 1923–1930 was allowed by the iconoscope, invented by Vladimir 
Zworykin (1988–1982), a brilliant Russian mind, at the time working at Westinghouse and 
RCA. His TV transmitter and receiver were both based on cathode ray tubes. The advent 
of the TV marked the beginning of the optoelectronic era in which humans attempted to 
transmit, receive, store, and reproduce optical data using electrical processes.

Notably, in the same period the light-emitting diode was invented (see Zheludev 2007). 
In 1907, in a brief  22-line letter to the Electric World editor, Henry J. Round reported on 
curious observations of visible light starting from 10 V applied to a crystal piece of SiC, 
at that time referred to as carborundum (Round 1907). This preliminary report was not 
noticed at the time, and in the period 1928–1933 Oleg Losev (Losev 1928) from Nizhniy 
Novgorod (Russia) performed a systematic study of electroluminescent properties of 
metal–semiconductor junctions with a carborundum crystal, thus marking the emer-
gence of semiconductor light-emitting diodes. His works were published in Philosophical 
Magazine and Physikalische Zeitschrift. Sadly, Oleg Losev died in 1942 at the age of only 
39 in Leningrad, suffering from severe hunger during the time of the fascists’ siege. His 
works were forgotten for decades. Only much later, in 1961, were the modern generation of 
III–V LEDs reported by J. R. Biard and G. Pittman from Texas Instruments (USA), and 
the first visible LED was made by N. Holonyak at General Electrics in 1962.

The first lasers appeared in 1960 in the USA (solid-state lasers with optical pumping, 
T. H. Maiman; P. Sorokin and M. Stevenson; a gas discharge laser, A. Javan, 1960). The 
term LASER (light amplification by stimulated emission of radiation) was introduced by 
G. Gould, the author of the first patent of an optically pumped laser (1957). In 1962–1963 
the first semiconductor laser diodes was reported (USA: R. Hall et al.; M. Nathan et al.; 

Figure 1.1  Milestones of photonics technologies.
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1.2  What is nanophotonics? 3

T. Quist et al.; USSR: V. S. Bagaev et al.). Semiconductor lasers enabled modern fiber opti-
cal communication, which now reaches almost every building and home. These lasers have 
also made it possible to develop laser disk (CD-ROMs, and also rewritable CDs) systems 
for data processing and audio/video recording/reproduction. Owing to double heterostruc-
tures with quantum wells, modern semiconductor diodes have achieved unparalleled wall-
plug efficiency levels exceeding 50%, the exceptionally high direct conversion of electric 
current into light.

Thanks to quantum well InGaN semiconductor structures, blue LEDs have made a rev-
olutionary step toward all-solid-state lighting. The detector components have also made 
great progress, with outstanding performance of familiar charge-coupled device (CCD) 
arrays in modern digital photo- and video-cameras. Progress in semiconductor optoelec-
tronics was marked by the three Nobel prizes awarded to Zh. Alferov and R. Kremer 
(2000, double heterostructures), W.  S. Boyle and G.  E. Smith (2009, CCD array), and 
I. Akasaki, H. Amano, and S. Nakamura (2014, blue LEDs).

To emphasize the merging of optics, optoelectronics, and laser technologies, the notion 
of photonics was coined a couple of decades ago. Photonics embraces all technologies and 
devices in which electromagnetic radiation of the visible, infrared, and ultraviolet ranges 
is harnessed for our needs.

1.2	 What Is Nanophotonics?

Nanophotonics makes use of a wealth of size-dependent phenomena arising when space 
and matter feature confinement at a nanoscale. First, since the wavelength of electromag-
netic radiation used in photonics is of the order of 1 µm in air and reduces to a few hundreds 
of nanometers in dielectric and semiconductor media, fractioning of matter and space on 
the scale of the order of 100 nm changes conditions for electromagnetic radiation propaga-
tion and the related lightwave confinement phenomena appear. Light–matter interaction in 
photonics mainly reduces to the interaction of electromagnetic radiation with electrons in 
atoms, molecules, and solids. Therefore, optical absorption and emission rates and spectra 
are defined to a large extent by electron properties of the matter. Owing to the wave proper-
ties of electrons featuring de Broglie wavelength of the order of 10 nm in semiconductors, 
the confinement of matter on this scale gives rise to a number of size-dependent phenom-
ena referred to as quantum confinement effects. The term “quantum” here highlights that 
these phenomena result from quantum mechanical consideration.

Nanophotonics studies light–matter interactions at the nano scale and makes use of the 
aforementioned lightwave confinement and electron confinement phenomena in various 
structures and devices. Each of the two types of the confinement effects suggest a number 
of ways to improve and/or modify the parameters of existing optoelectronic devices, includ-
ing light-emitting diodes, laser diodes, solid-state lasers, solar cells, and optical commu-
nication circuitry. Because of the different scales of lightwave and electron confinements, 
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Introduction4

both groups of phenomena can be applied simultaneously in the same device, as often 
occurs, e.g., in modern semiconductor lasers.

This book represents the authors’ attempt to introduce engineers and researchers to 
the realm of nanophotonics. It is broken down into two parts: Part I, Basics; and Part II, 
Advances and Challenges.

Part I presents the minimal tutorial description of electron and lightwave properties 
in nanostructures and the basic physical principles of nanophotonics, namely: properties 
of electrons in various potential wells (Chapter 2); electron properties of semiconductor 
nanostructures (Chapter 3); properties of electromagnetic waves under size confinement 
(Chapter 4); modification of spontaneous emission rates in nanostructures (Chapter 5); 
principles of optical gain and lasing (Chapter 6); and energy transfer phenomena (Chapter 
7). The content of this part implies knowledge of solid-state theory and optics at the under-
graduate and introductory graduate levels. The interested reader can find more special-
ized works (e.g., Miller [2008], Gaponenko [2010], Joannopoulos et al. [2011], Klingshirn 
[2012], Novotny and Hecht [2012], and Klimov [2014]) if  they wish to dive deeper into the 
basics of nanophotonics. In Part I, references to the plentiful original publications are 
reduced to the reasonable minimum while focusing at the physical essence of the phenom-
ena involved and experimental prerequisites for their implementation.

Part II describes current advances of applications of the principal electron confinement 
and light confinement phenomena in various practical devices. This part of the book cov-
ers applications of nanostructures in lighting (Chapter 8); lasers (Chapter 9); optical com-
munication circuitry (Chapter 10); and photovoltaics (Chapter 11). Each of these chapters 
ends with a list of challenges the designers face, and a tentative forecast for the near-fu-
ture progress. The very last chapter, Chapter 12, explores emerging nanophotonics. Here, 
new trends in nanophotonics are traced that offer promise of new photonic components 
(densely integrated optical chips, subwavelength lasers, various sensors, bioinspired and 
biocompatible devices) and technological platforms (colloidal photonics, silicon photon-
ics). In Part II, we attempt to overview the principal achievements in nanophotonic devices, 
which makes it necessary to extend the list of references to the original publications.

The style and materials covered meet the level of graduate students. Advanced readers 
can skip Part I and consider only Part II. Since students in engineering may lack an optical 
background, all necessary introductory data from semiconductor optics, material optical 
properties, light propagation in inhomogeneous media and nanostructures are included. 
Challenges discussed in the textbook show modern trends and emphasize that nanopho-
tonics is an open and active field bordering optical engineering, materials science, electron-
ics engineering, and sometime colloidal chemistry and even biophysics.

This book highlights the basic principles of nanophotonics and their successful imple-
mentation in photonic devices, and will be a good companion book for a number of special-
ist publications devoted to specific types of optoelectronic devices that have been published 
lately: Chow and Koch (2013), Liu (2009), Cornet et al. (2016), Schubert (2006) with the 
summarized and emphasized role of nanostructures in existing and emerging photonics.
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                   2 

  2.1     one-DimenSionAl WellS 

        2.1.1     Wave properties of electrons 

 In the macroscopic world, a mass point particle features mass,  m ; velocity,   v  ; momentum, 
  p     =  m   v   (boldface type corresponds to vectors); and kinetic energy,  E ,which reads

          E
mv p

m2 2
.

2 2

= =    (2.1)  

A classical wave is described by wavelength  λ , which is the distance a wave travels in a sin-
gle period of oscillations,  T , i.e. 

           λ = vT ,    (2.2)  

where  v  is the speed. Wavelength is related with wave vector  k  as 

           
π
λ

= =k k
2

,    (2.3)  

where  k  is referred to as the wave number. Wave vector direction coincides with the direc-
tion of the phase motion, i.e., it is normal to the wave front propagation direction. 

 In the microscopic world − on the atomic and molecular scale measuring lengths of 
the order of nanometers − quantum particles, e.g., electrons, exhibit wave properties with 
wave vector and wavelength related to momentum  p  in accordance with the relations fi rst 
proposed by Louis de Broglie in 1923:

       λ= =
h
p

p k, .       (2.4)   

 electrons in potential wells and in solids 

         Absorption and emission of light by atoms, molecules, and solids arise from electron tran-

sitions. When in a potential well, an electron has discrete energy spectra; when in a peri-

odic potential it has energy bands separated by gaps. This chapter presents an introductory 

overview of electron confi nement phenomena and electron properties of crystalline solids. A 

summary of the data for real semiconductor materials used in photonics is provided. 
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Electrons in potential wells and in solids10

Here, h 6.626069 10 J s34= ⋅ ⋅−  is the Planck constant and π≡ h / 2 . Now kinetic energy 
E related to momentum (Eq. (2.1)) acquires dependence on the particle wave number as

	 = = E
p
m

k
m2 2

.
2 2 2

	 (2.5)

In terms of kinetic energy E, the particle de Broglie wavelength reads, using Eqs. (2.4),

	 λ = h
mE2

. 	 (2.6)

The last relation is rather instructive for an immediately intuitive idea about the typical 
wavelength scale inherent in the electron world. For example, if  an electron with the rest 
mass m0 = 9.109534 ⋅ 10−31 kg has gained kinetic energy E = 1 eV while being accelerated 
in a vacuum between a couple of electrodes with potential difference 1 V, its de Broglie 
wavelength equals 1.23 nm.

We arrive at an important conclusion. The nanometer scale corresponds to wavelengths 
that electrons possess in real solid-state electronics at voltages available from a primitive 
galvanic cell or a solar cell. The relation = E k m/ 22 2

0 is presented in Figure 2.1 within the 
reasonable energy range 0−10 eV.

2.1.2	 Quantum particle in a rectangular well

Waves obey steady-state standing oscillations when confined between solid walls. These 
are shown in Figure 2.2. Amplitude profiles for a few bigger wavelengths are plotted. The 
notions “amplitude” and “solid walls” carry different meanings for different waves − e.g., 
in acoustics, amplitude means air pressure and “solid walls” mean real physical walls in 

Figure 2.1  Kinetic energy 
versus wave number and de 
Broglie wavelength for a particle 
with various mass, where 
m0 = 9.109534 ⋅ 10−31 kg is the free 
electron mass.
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2.1  One-dimensional wells 11

which sound does not propagate; in optics, amplitude refers to the electric field, and “solid 
walls” means perfect mirrors; in quantum mechanics, amplitude refers to the particle wave 
function and “solid walls” means infinite potential barriers.

Presentation of an electron (or any other quantum particle) as a wave together with 
Figure 2.2 allows us to arrive at the principal quantum mechanical relation for a particle 
confined in a box with infinite potential barriers. The standing waves in Figure 2.2 obey a set

	 λ = =a
a a a

n
n2 ,

2
2

,
2
3

,...,
2

, 1,2,3,...n 	 (2.7)

which corresponds to the set of wave numbers

	
π= =k
a

n n, 1,2,3,...n 	 (2.8)

This set, in turn, gives rise to the discrete set of momenta (see Eq.  (2.4)) and energy 
(Eq. (2.5)), with the latter obeying the law

	 E
ma

n n
2

, 1,2,3,n

2 2

2
2π

= =


… 	 (2.9)

The energy spectrum of a particle in a box with infinite potential barriers therefore obeys 
a discrete set with infinite number of energy values En, typically called “energy levels.” The 
first three levels are shown in Figure 2.3(a). Notably, spacing between neighboring lev-
els expands with growing level numbers. In the case of a three-dimensional rectangular 
box, confinement in every dimension gives rise to the three sets of energy states similar to 
Eq. (2.9).

2.1.3	 Wave function and Schrödinger equation

Further analysis requires introduction of the wave function and Schrödinger equation. In 
quantum mechanics, a particle state is described by a wave function Ψ which depends on 
the number of variables in accordance with the degrees of freedom available for a particle. 

Figure 2.2  Standing waves between two hard 
walls spaced by distance a. “Amplitude” means 
air pressure for acoustic waves in air, electric field 
amplitude for electromagnetic waves, and wave 
function for a quantum particle like an electron.
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Electrons in potential wells and in solids12

For a single particle, Ψ depends on time and three coordinates (x, y, z), whereas, e.g., for 
a couple of particles Ψ depends on time and six coordinates (x1, y1, z1, x2, y2, z2). A wave 
function is considered to give the probability of a system to be found in certain positions 
in space. The value

	 |Ψ(ξ)|2dξ = Ψ*(ξ)Ψ(ξ)dξ 	 (2.10)

is proportional to the probability of finding in the measurements coordinates of the par-
ticle or the system of particles in the range [ξ, ξ + dξ], ξ being the set of all coordinates of 
the particles in the system, i.e., for a single particle

dξ = dxdydz

holds, whereas for a system of two particles it reads

	 dξ = dx1dy1dz1dx2dy2dz2, 	 (2.11)

and so on. The probabilistic interpretation of a wave function dates back to 1926, when it 
was proposed by Max Born. It constitutes the major postulate of wave mechanics.

Figure 2.3  One-dimensional potential well with (a,b) infinite and (c,d) finite potential walls, and 
(e) energy versus wave number dependence for the case of the finite potential walls. In the case 
of infinite walls, the energy states obey a series En ~ n2 and the wave functions vanish at the walls. 
The total number of states is infinite. The probability of finding a particle inside the well is exactly 
equal to unity. In the case of finite walls, the states with energy higher than U0 correspond to 
infinite motion and form a continuum. At least one state always exists within the well.
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2.1  One-dimensional wells 13

The wave function can be normalized to have

	 d( ) 1.
2∫ ξ ξΨ = 	 (2.12)

Then, |Ψ|2dξ equals probability dW(ξ) that a particle is located within the interval  
[ξ, ξ + dξ].

Note that a normalized wave function is always determined with the accuracy of the 
factor eia, where α is an arbitrary real number. This ambiguity has no effect on physical 
results since all physical values are determined by the product ΨΨ*.

To know the wave function of a particle or a system, one needs to solve the Schrödinger 
equation proposed in 1926 by Erwin Schrödinger. This equation constitutes another pos-
tulate of quantum mechanics. It reads:

	 Ψ = ∂Ψ
∂
i

t
H , 	 (2.13)

where H is the system Hamiltonian. The time-independent Hamiltonian coincides with the 
energy operator. For a single particle it reads

	

m

UH r
2

( ),
2

2= − ∇ + 	 (2.14)

where 

m2

2
2− ∇  is the kinetic energy operator and U(r) is the potential energy of a particle. 

If  the Hamiltonian does not depend on time, the time and space variables can be sepa-
rated, i.e.,

	 Ψ(ξ,t) = Ψ(ξ)ϕ(t).	 (2.15)

In this case, the time-dependent Eq. (2.13) reduces to the steady-state equation

	 HΨ(ξ) = EΨ(ξ), 	 (2.16)

where E is a constant value. The steady-state Schrödinger equation is a problem for eigen-
function and eigenvalues of the Hamiltonian operator H. E values are the energy values of 
a system in a state Ψ(ξ). States with the defined energy E are called steady states.

Consider a particle in a one-dimensional space with a constant potential energy U0. 
Eq. (2.16) takes the form

	
ψ ψ+ − =


d x

dx
m

E U x
( ) 2

( ) ( ) 0.
2

2 2 0 	 (2.17)

Introducing a notation of a wave number

	


k
m E U2 ( )

,2 0

2
= −

	 (2.18)
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Electrons in potential wells and in solids14

we arrive at a compact form

	
ψ ψ+ =d x
dx

k x
( )

( ) 0.
2

2
2 	 (2.19)

The latter equation resembles the one for a pendulum, for harmonic motion, and for an 
LC circuit. It has a general solution

	 ψ = + −x A ikx B ikx( ) exp( ) exp( ), 	 (2.20)

where A and B are constants to be derived based on the problem conditions. Eq. (2.20) can 
be written in the other form inherent to a plane harmonic wave:

	 Ψ = A′sin kx + B′cos kx. 	 (2.21)

Eq. (2.18) gives

	 E U
k
m

p
m2 2

.0

2 2 2

− = =


	 (2.22)

The difference E − U0 is the particle kinetic energy, whereas E is the particle full energy. The 
de Broglie wavelength of a particle reads

	 λ π π= =
−


k m E U

2 2

2 ( )
.

0

	 (2.23)

We can now apply the Schrödinger equation to find wave functions of an electron in a 
rectangular one-dimensional box, as shown in Figure 2.3(a). We consider Eq. (2.17), with 
U0 replaced by U(x), which reads

	 =
<

∞ >






U x

for x a

for x a
( )

0 | | / 2

| | / 2
. 	 (2.24)

The symmetry of the potential U(x)  =  U(−x) results in a symmetry of the probability 
density,

⎮Ψ(x)⎮2 = ⎮Ψ(−x)⎮2,

whence

Ψ(x) = ± Ψ(−x),

and we arrive at two independent solutions with different parity. The odd and even types 
of solutions are

	 ψ π
= =−

a
n

a
x n

2
cos ( 1,2,5,...) , 	 (2.25)

	 ψ π
= =+

a
n

a
x n

2
sin ( 2,4,6,...). 	 (2.26)
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2.1  One-dimensional wells 15

The energy spectrum consists of a set of discrete levels expressed by Eq. (2.9), as we have 
intuitively predicted above.

Electron wave functions are shown in Figure 2.3(b) for the first three energy values. 
Levels for different states (along with the corresponding wave functions) are biased verti-
cally in correlation with energy positions for clarity. The total number of states is infinite. 
The probability of finding a particle inside the well is exactly equal to unity.

It is useful to check a few reference numbers for an electron in a real well. For m = m0 
and a = 2 nm, we get E1 = 0.094 eV, E2 = 0.376 eV, …, and the minimal energy spacing 
E2 − E1 = 0.282 eV. The latter is one order of magnitude higher than the kBT = 0.027 eV 
value at room temperature. If  a transition from the state with E1 to the state with E2 is pro-
moted by means of photon absorption, the corresponding wavelength of electromagnetic 
radiation λ = 4394 nm belongs to the middle infrared range.

The above results can be extended to the three-dimensional case. If  a well has sizes a, b, c 
in three directions, then particle energy will be defined by a set of three quantum numbers, 
n1, n2, n3, namely:

	 n n n, , , 1,2,3,E
m

n

a

n

b

n

c2
n n n

2 2
1
2

2

2
2

2

3
2

2 1 2 31 2 3
== 





π
+ + …

	 (2.27)

One can see that different sets of quantum numbers (and, accordingly, different wave func-
tions) may give the same value of energy. Such states are called degenerate states.

2.1.4	 A rectangular well with finite walls

In the case of finite walls, U0 (Figure 2.3(c)), the states with energy higher than U0 correspond 
to infinite motion and form a continuum. At least one state always exists within the well. The 
total number of discrete states is determined by the well width a and height U0. The parame-
ters in Figure 2.3(c) correspond to the three states inside the well. Unlike the case of infinite 
walls, the wave functions now extend to the classically forbidden regions |x| > a/2 (Figure 
2.3(d)). Wave functions are no longer equal to zero at the walls, but extend outside the walls 
exponentially. The Schrödinger equation should be solved based on the assumption of wave 
function and its first derivative continuity. Extension of wave function outside the borders 
means that a nonzero probability arises to find a particle outside the well. Accordingly, the 
probability to find a particle inside the well is always less than unity and decreases with 
increasing E

n. Extension of wave functions outside the well grows with n value. This is 
because lower potential walls enable deeper penetration of wave function outside.

A particle wavelength in the case of  finite walls gets longer as compared to the well 
with the same width but with infinite walls. Accordingly, the energy levels are lower than 
in the case of  infinite walls. The total number of states inside the well is controlled by the 
relation

	 π> −a mU n2 ( 1).0 	 (2.28)
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2.1  One-dimensional wells 17

quantum particle “spreads” beyond a well. The above example of a finite potential well 
(Figure 2.3(c,d)) presents this important property of quantum particles resembling the 
general property inherent in all waves. In a case of an asymmetric well with one infinite 
and one finite potential wall, the wave function will always vanish at the infinite wall and 
will extend outside the well at the finite wall.

A potential well with vertical walls gives rise to expanding energy levels, i.e., the spacing 
between neighbor states ∆ = −+E E En n n1  rises with the state number n. There is an impor-
tant case of the potential well, quantum harmonic oscillator, that features the unique prop-
erty of equidistant energy levels, i.e., E constn∆ =  always holds for every n.

The quantum harmonic oscillator (Figure 2.4) has potential energy

	 U(x) = ½mω2x2. 	 (2.29)

The steady-state Schrödinger equation has the form

	 ψ λ ψ( )( ) ( )∇ + − =x k x x 0,2 2 2 2 	 (2.30)

with k2 = 2mE/ℏ2 and λ = mω/ℏ. Like in a rectangular well with infinite walls, the energy 
spectrum of a particle resembles an infinite number of discrete states with energy values 
En. The symmetry of potential gives rise to odd and even solutions. The general solution 
reads

	 ψ λ( )( ) ( )= −x u x xexp / 2 ,n n
2 	 (2.31)

where un(x) stands for complex polynomials. The first three solutions have the form

	

ψ λ( )( ) = −x xexp / 2 ,0
2

ψ λ λ( ) = ⋅ −



x x x2 exp

1
2

,1
2

ψ λ λ( )( ) = − −



x x x

1
2

1 2 exp
1
2

.2
2 2

	 (2.32)

These are shown in Figure 2.4. The number of nodes in the wave function equals n. The 
energy values are

	 En = ℏω (n + ½), n = 0, 1, 2, … 	 (2.33)

Every U-like or V-like potential well can be approximated by a parabolic potential near 
the minimum in accordance with the Taylor series (Figure 2.4(b,c)). Therefore, the lowest 
energy levels in these wells can be approximated by harmonic oscillators. In the case that 
potential walls are steeper than the harmonic law, the higher energy levels will expand, as 
is shown for the U-like potential well in Figure 2.4(b), whereas in the case in which the 
potential is more plain than the parabolic one, the higher levels converge to eventually 
form a continuum (Figure 2.4(c)).
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Electrons in potential wells and in solids18

2.1.6	 Double-well and multi-well potentials

Consider two identical wells of width a separated by a barrier with finite height and thick-
ness (Figure 2.5). We can trace evolution of a particle energy spectrum and its wave func-
tion when barrier height and width tend to zero.

If  the distance R between wells is big compared to the well width (R  a), the particle 
wave function is close to zero between the wells. Solution of the Schrödinger equation in 
this case nearly coincides with wave function for an isolated well Ψ1 with the only differ-
ence that •Ψ1•

2 becomes two times smaller because of the normalization (a particle with 
equal probability can be found in either of the two wells). This is shown in the upper panel 
of Figure 2.5(a). Notably, another solution of the Schrödinger equation exists for which Ψ 
has a different sign in one of the two wells (lower panel in Figure 2.5(a)). Energy values for 
the two wave functions coincide. The Ψ(+) function is symmetric, whereas the Ψ(−)function 
is referred to as an asymmetric wave function. When inter-well distance shrinks, Ψ(+) and 
Ψ(−) functions change (Figure 2.5(b)). At close distances, the Ψ(+) state has lower energy 
as compared to the Ψ(−) state. In the limit, functions Ψ(+) and Ψ(−) convert into functions 
Ψ1 and Ψ2 of the ground and the first excited states, respectively, of a particle in a well 
whose width equals 2a (Figure 2.5(c)). If  potential walls are high enough, a particle’s lower 

Figure 2.5  Double-well potential. (a,b) Potential and wave functions for different inter-well 
spacing R; (c) extreme case of R = 0; (d) the two lowest energy levels versus inter-well distance.
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2.2  Tunneling 19

states can be approximated by the formula derived for a well with infinite walls (Eq. (2.9)), 
i.e., π= = = E E n n E ma, 1,2,3,..., / (2 )n 1

2
1

2 2 2 . Comparing energy set for a well width a 
(E E E, 4 , 9 ,...1 1 1 ) with that for the well width 2a (E E E E E E/ 4, , 9 / 4, 4 , 25 / 4, 9 ,...1 1 1 1 1 1 ),  
one can see that the double-width well has the same set of energies as the original well, 
along with additional levels lying lower than original ones. Exact solutions show that every 
level (twice degenerate) in individual wells splits into two non-degenerate levels continu-
ously upon →R a. The lowest states are shown in Figure 2.5(d). Notably, such splitting 
occurs in any double-well potential, not only in rectangular wells.

In a set of N identical wells separated by finite barriers, N-fold splitting of every energy 
level occurs (Figure 2.6). For very large N, one can speak about evolution of a discrete set 
of energy levels into energy bands. This consideration gives an instructive hint on evolu-
tion of electron states from atoms to crystal. It is also important in understanding mini
bands in multiple semiconductor quantum wells and superlattices. In all cases of multiple 
wells, electron wave functions spread over the whole set of wells that means the electronic 
states become delocalized.

2.2	 Tunneling

A number of examples of quantum particles in various potentials show that the wave 
function of a quantum particle always penetrates through a potential wall of finite height 
(see Figures 2.3 and 2.5). This property in the case of a finite potential barrier gives rise to 
tunneling, an important phenomenon for many applications.

When a particle travels in space with the finite potential barrier U0, one should search for 
the properties of transmitted and reflected waves in the forms satisfying the Schrödinger 
equation (Figure 2.7). In the case of a rectangular potential barrier and a particle energy 
E < U0, the solution of the steady-state Schrödinger equation takes the form

	

x A ikx B ikx x k mE

x C x C x x a m U E
x D ikx x a

( ) exp( ) exp( ) for 0, 2 /

( ) exp( ) exp( ) for 0 , 2 ( ) /
( ) exp( ) for .

1

2 1 2 0

3

ψ
ψ κ κ κ
ψ

= + − < =
= − + < < = −
= >



 	 (2.34)

Figure 2.6  Splitting of energy levels into minibands in a potential consisting of periodically 
arranged identical wells/barriers.
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Here, A is defined from normalization and can be put as A = 1, whereas coefficients B, C, 
D are to be found from continuity of the wave function and its first derivative in the points 
x x a0,= = . The amplitudes of reflected and transmitted waves are defined by the B and C 
coefficients, respectively. The probability density oscillates in front of the barrier because 
of interference of incident and reflected waves, and takes the constant value outside the 
barrier. The final formulas for the transmittance T and reflection R read

	 T
D
A

U
E U E

a1
4 ( )

sinh 0,QM

2
0
2

0

2

1

κ( )= = +
−









 >

−

	 (2.35)

	 R T
E U E

U
a1 1

4 ( )
sinh ( ) 1,QM QM

0

0
2

2

1

κ= − = + −







 <−

−

	 (2.36)

Figure 2.7  Tunneling in quantum mechanics. The left panel shows a rectangular potential barrier 
(a), a particle wave function (b), and probability density (c) for the case when the electron energy 
E is lower than the potential height U0. The right panel presents probabilities of an electron 
tunneling through a rectangular barrier with height U0 = 1 eV as a function of (d) electron energy 
E and (e) barrier width a.
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2.2  Tunneling 21

where = + −x e esinh( ) ( ) / 2x x  is the hyperbolic sine function. Subscript QM means the 
quantum mechanical phenomena are considered.

To give the reference absolute values of tunneling probability in real situations, the 
transmittance function for an electron versus its energy E and barrier width a is plotted 
for the barrier height =U 1eV0  to give an idea about the absolute transmittance values 
(Figure 2.7(d, e)). One can see that transmittance almost linearly grows versus E and rap-
idly, almost exponentially, drops versus a.

For κ a 1, sinh−1(x) reduces to e / 2x  and Eqs. (2.35) and (2.36) can be written in a sim-
pler form as

	 κ≈
−

− −






T
U

E U E
a

m U E a
4 ( )

exp 2 ( ) for 1.QM
0
2

0
0 	 (2.37)

For example, when − =U E 1 eV0  and a = 10 nm, the value of κ ≈a 10. Note that formally 
κ = − m U E2 ( ) /0  resembles wave number of a particle with kinetic energy −U E0 , or 
in other words, κ π λ= 2 /  where λ is the de Broglie wavelength of a particle with kinetic 
energy −U E0 , i.e., the energy deficiency for a particle to move over the barrier in question 
without tunneling. This presentation helps to estimate the absolute value of κa as a ratio 
of the barrier width and a fictitious particle wavelength with the same mass but with the 
kinetic energy −U E0 . Figure 2.1 can be used to estimate de Broglie wavelength of elec-
trons. Whenever κ a 1 holds, tunneling probability is always much less than 1.

When a quantum particle moves through a couple of potential barriers there is a 
non-trivial effect referred to as resonant tunneling. For certain energies a particle gains 
a unit probability to pass through two barriers without reflection. Figure 2.8 shows an 
example of the accurate solution of the steady-state Schrödinger equation for an electron 
in a double-barrier potential. One can see resonant transmission corresponds to the con-
dition of the integer number of de Broglie half-wavelengths in the well between barriers. 
Resonant tunneling can be treated as a direct consequence of interference of waves passing 
through barriers and reflecting back. Resonant conditions multiply wave function ampli-
tude in the well, enabling high overall transmission under conditions of low transparency 
of every barrier (compare wave functions inside and outside barriers). The ratio of wave 
function amplitudes inside and outside the well rises with barrier height, as is shown in 
Figure 2.8. The sharpness and finesse of transmission resonance are both enhanced (right 
panel of Figure 2.8). In many instances, resonant tunneling resembles phenomena inher-
ent in an optical cavity comprising a couple of plane mirrors.

Tunneling phenomena play an important role in many nanophotonic and nanoelec-
tronic components. Notably, tunneling itself  is a direct consequence of wave properties 
of electrons, holes, and atoms in solids. In classical physics, i.e., in the macroscopic world, 
tunneling is inherent in waves like electromagnetic waves and acoustic waves. Optical ana-
logs of tunneling phenomena are, e.g., transparency of thin metal films and frustrated 
total reflection. Tunneling of light is considered in detail in Chapter 4.
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2.3	 Centrally Symmetric Potentials

2.3.1	 Centrally symmetric wells

A spherical quantum well with infinite potential is the first representative example of the 
three-dimensional centrally symmetric potentials (Figure 2.9). It plays an important role 
in modeling of semiconductor quantum dots.

In the case of a spherically symmetric potential U(r), we deal with a Hamiltonian

	 ( )Η = − ∇ +
m

U r
2

,
2

2 	 (2.38)

where = + +r x y z .2 2 2  The problem is considered in spherical coordinates, r, ϑ, and φ:

	 ϑ φ ϑ φ ϑ= = =x r y r z rsin cos , sin sin , cos . 	 (2.39)

Figure 2.8  Resonance tunneling in quantum mechanics. Accurate numerical solution for an 
electron when its full energy outside the barriers E is lower than the height of the two potential 
barriers, U0 with thickness d and spacing d0. Parameter values are d0 = 2 nm, d = 0.4 nm, U0 = 4 eV. 
The left panel shows the particle wave function corresponding to reflectionless propagation. The 
right panel shows the transmittance on the same energy axis.
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Then, the Hamiltonian (Eq. (2.38)) reads

	
mr r

r
r mr

U r
2 2

,
2

2
2

2

2

Λ ( )Η = −
∂
∂

∂
∂







− +
 

	 (2.40)

where the Λ operator is

	
1

sin
sin

1
sin

.
2

2
Λ

ϑ ϑ
ϑ

ϑ ϑ φ
=

∂
∂




∂
∂







+
∂

∂


 	 (2.41)

The wave function can be separated into functions of r, ϑ, and ϕ:

	 ψ ϑ φ( ) ( ) ( )= Θ ΦR r , 	 (2.42)

and can be expressed in the form

	 r
u r

r
, , , ,n l m

n l
lm, ,

,Ψ ϑ φ Υ ϑ φ( ) ( )( )
= 	 (2.43)

where Ylm are the spherical Bessel functions, and u(r) satisfies a one-dimensional equation,

	
m

d u
dr

U r
mr

l l u u
2 2

1 .
2 2

2

2

2
Ε( ) ( )− + + +





=
 

	 (2.44)

To obtain the energy spectrum, one must deal with the one-dimensional Eq.  (2.44) 
instead of the three-dimensional equation with Hamiltonian (Eq.  (2.40)). The state of 
the system is characterized by the three quantum numbers, namely the principal quantum 

Figure 2.9  Spherical quantum well. (a) Potential shape; (b,c,d) energy levels for s-, p-, and d-states, 
respectively. Wave functions for the lowest s-, p-, and d-states are shown in the upper part of each 
panel.
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number n, the orbital number l, and the magnetic number m. The orbital quantum number 
determines the angular momentum value L:

	 ( )= + = l l lL 1 , 0, 1, 2, 3, ...2 2 	 (2.45)

The magnetic quantum number determines the L component parallel to the z axis:

	 = = ± ± ±L m m l, 0, 1, 2, ... .z 	 (2.46)

Every state with a certain l value is (2l + 1)-degenerate accordingly to 2l + 1 values of m. 
The states corresponding to different l values are usually denoted as s-, p-, d-, and f-states, 
and further in alphabetical order. States with zero angular momentum (l = 0) are referred 
to as s-states; states with l = 1 are denoted as p-states; and so on. The origin of s-, p-, d-, 
and f-notations dates back to the early stages of atomic spectroscopy and is related to the 
obsolete “sharp,” “principal,” “diffuse,” and “fundamental” line notations, respectively.

The above properties of the Schrödinger equation are inherent in every centrally sym-
metric potential. The specific values of energy are determined by U(r) function. In the case 
of the rectangular spherical potential with infinite barrier, the energy values read

	 E
ma2

,nl
nl

2 2

2

χ=  	 (2.47)

where χnl are roots of the spherical Bessel functions, with n being the number of the root 
and l being the order of the function. χnl values for several n, l values are listed in Table 2.1. 
Note that for l = 0 these values are equal to πn (n = 1, 2, 3, …) and Eq. (2.47) converges 
with the relevant expression in the case of a one-dimensional box (Eq. (2.9)). This results 
from the fact that for l = 0, Eq. (2.40) for the radial function u(r) reduces to Eq. (2.17). 
To summarize, a particle in a spherical well possesses the set of energy levels 1s, 2s, 3s, 
…, coinciding with the energies of a particle in a rectangular one-dimensional well, and 
additional levels 1p, 1d, 1f, …, 2p, 2d, 2f, …, that arise due to spherical symmetry of the 
well (Figure 2.9).

Figure 2.9 presents also wave functions for 1s, 1p, and 1d states. Every wave function 
equals zero outside the well. The quantum number n determines the number of nodes of 
the wave function inside the well (not at the borders). n = 1 corresponds to having no nodes, 

Table 2.1  Roots of the Bessel functions χnl for small n and l values

l n = 1 n = 2 n = 3

0 (s-states) 3.142 (π) 6.283 (2π) 9.425 (3π)

1 (p-states) 4.493 7.725 10.904

2 (d-states) 5.764 9.095 12.323
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n = 2 means there is a single node, n = 3 gives rise to two nodes, etc. The l quantum number 
is equal to the number of nodes in the wave function as the polar angle ϑ varies between 
0 and π. Note that, for the case of an infinite potential well, the only restrictions on the n 
and l values are that n should be a positive integer and l must be a non-negative integer.

In the case of the spherical well with the finite potential, U0, Eq. (2.47) can be considered 
a good approximation only if  U0 is large enough, namely if  U ma80

2 2   holds. The right 
side of this inequality is a consequence of the uncertainty relation. In the case when

	 U U
ma8

,0 0 min

2 2

2

π
= =


	

just a single state exists within the well. For U0 < U0 min, no state exists in the well at all.
The Coulomb potential well is the most important centrally symmetric potential since it 

is used to explain properties of electrons in atoms (Figure 2.10). An electron with charge 
e is supposed to interact with another very heavy particle with the same charge,1 i.e., the 
potential reads

	 ( ) = −U r
e
r

.
2

	 (2.48)

For this problem, introduction of the atomic length unit a0 and atomic energy unit E0 is 
useful. In the SI system these read

	 a
m e

4 5.292 10 nm,0
0

2

0
2

2πε= ≈ ⋅ − 	 (2.49)

1	It is assumed that the particle interacting with the electron is fixed in space, forming the origin of coordinates, or 
that it is so heavy compared to an electron that an electron cannot disturb this particle by its charge.

Figure 2.10  Coulomb potential −e2/r (left) and energy levels of an electron (right).
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	 E
e
a

1
4 2

13.60 eV.0

0

2

0πε
= ≈ 	 (2.50)

Then, for dimensionless length and energy

r
a

E
E

,
0 0

ρ ε= =

the following equation for the radial part of the wave function can be written:

	
d
d

l l
u

2 1
0.

2

2ρ
ε

ρ ρ
ρ( ) ( )+ + −

+







 = 	 (2.51)

The solution of Eq. (2.47) leads to the following results. Energy levels obey a series,

	
n l n

n
1

1

1
, 1,2,3,...,

r
2 2

ε
)(

= −
+ +

≡ − = 	 (2.52)

which is shown in the right-hand panel of Figure 2.10. The principal quantum number is 
n = nr + l + 1. It takes positive integer values beginning with 1. The energy is unambiguously 
defined by a given n value. The radial quantum number nr determines the quantity of nodes 
of the corresponding wave function. For every n value, exactly n states exist, differing in 
l which runs from 0 to (n − 1). Additionally, for every given l value, (2l + 1)-degeneracy 
occurs with respect to m = 0, ±1, ±2, … Therefore, the total degeneracy is

∑( )+
=

=
−

l n2 1 .
l

n

0

1
2

For n = 1, l = 0 (1s-state), the wave function obeys a spherical symmetry with a0 corre-
sponding to the most probable distance at which an electron can be found. The relevant 
value in a hydrogen atom is called the “Bohr radius,” aB. It differs from a0 as in a prob-
lem including a proton and an electron, the reduced mass µ = +m m m m/ ( )p p0 0  should be 
used, i.e.,

	 a
e

4 5.2917 10 nm.B 0

2

2
2πε

µ
= = ⋅ −

	 (2.53)

The corresponding energy value,

	 Ry
e
a

1
4 2

=13.605... eV
0

2

Bπε
= 	 (2.54)

is called Rydberg energy, and gives the value of a hydrogen atom ionization energy from 
the ground state.
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2.4	 Periodic Potential

2.4.1	 Bloch waves

The basic electronic and optical properties of crystalline solids arise from the properties 
an electron acquires in a periodic potential formed by ions arranged in a crystal lattice. 
Therefore, it is important to recall the basic properties of a quantum particle in a periodic 
potential.

Consider a one-dimensional Schrödinger equation for a particle with mass m:

	

m

d
dx

x U x x E x
2

( ) ( ) ( ) ( ),
2 2

2
ψ ψ ψ− + = 	 (2.55)

with U(x) having the period a, i.e.,

	 = +U x U x a( ) ( ). 	 (2.56)

Eq. (2.56) leads to a condition,

	 = +U x U x na( ) ( ), 	 (2.57)

where n is an integer number. Thus we have translational symmetry of potential, i.e., invar-
iance of U with respect to coordinate shift over integer number of periods. To give a pri-
mary insight into the properties of wave functions, consider replacement → +x x a . Then 
we arrive at the equation

	 
m

d
dx

x a U x x a E x a
2

( ) ( ) ( ) ( ),
2 2

2
ψ ψ ψ− + + + = + 	 (2.58)

where periodicity of the potential (Eq. (2.56)) has been implied. It is clear that ψ x( ) and 
ψ +x a( )  satisfy the same second-order differential equation. This means that either ψ x( ) 
is periodic or it differs from a periodic function by a complex factor whose square of mod-
ulus equals 1. In fact, the Floquet theorem known since 1883 states that the solution of 
Eq. (2.55) with a periodic potential reads

	 x e u x u x u x a( ) ( ), ( ) ( ),ikx
k k kψ = = + 	 (2.59)

i.e., the wave function is a plane wave (eikx) with amplitude modulated in accordance with 
periodicity of the potential U x( ). The k subscript for uk means the function uk is different 
for different wave numbers.

An important property of the wave function (Eq. (2.59)) is its periodicity with respect 
to the wave number. One can see that substitutions → +x x a  and π→ +k k a2 /  do not 
change ψ x( ).

In three dimensions, a periodic potential reads

	 = +U Ur r T( ) ( ), 	 (2.60)
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where

	 n n nT a a a21 1 2 3 3= + + 	 (2.61)

is a translation vector, and ai are elementary translation vectors defined as

	 a a aa i a j a l, ,1 1 2 2 3 3= = = 	 (2.62)

with a a a, ,1 2 3 being the periods and i j l, ,  the unit vectors in x, y, z directions, respectively. 
The solution of a three-dimensional Schrödinger equation

	 ψ ψ ψ− ∇ + =
m

U Er r r r
2

( ) ( ) ( ) ( )
2

2 	 (2.63)

with periodic potential has the form

	 ψ = = +•e u u ur r r r T( ) ( ), ( ) ( ).i
k k k

k r 	 (2.64)

This statement is the essence of the Bloch theorem, derived by Felix Bloch in 1928. 
Functions represented by Eq. (2.64) are referred to as Bloch waves.

2.4.2	 Brillouin zones and quasi-momentum

In what follows we consider a one-dimensional case for brevity and simplicity. Bloch waves 
describing a quantum particle in a periodic potential feature a number of important prop-
erties which to a large extent are common for all waves in periodic media.

First, there are standing waves for every wave number like π/a, 2π/a, 3π/a, etc. The standing 
waves appear from interference of waves scattered from periodically arranged scatterers − 
i.e., ions in a crystal lattice. At every point the dependence of a particle energy E on its wave 
number k (and, accordingly, on its momentum p = k) breaks to meet the standing wave 
condition,

	


=
dE
dk

dE
dp

=
1

0,	 (2.65)

which is equivalent to the conditions p = 0, v = 0. This is shown in Figure 2.11(a). Therefore, 
the continuous energy spectrum of a formerly free quantum particle now breaks into 
branches separated by gaps. These branches are called energy bands, and gaps between 
them are referred to as band gaps. For every kn satisfying the condition

	 π= = ± ± ±k
a

n n; 1, 2, 3, ...n 	 (2.66)

two standing waves exist with different potential energies. Different energy values for the 
same k (or p) value can be understood if  standing waves are imagined with the same k but 
with different displacement along the coordinate. In one case, wave function concentrates 
mainly in the portions of space with high potential, whereas in another case wave function 
locates mainly in portions of space with low potential.
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Second, periodicity of u x( )k  in the Bloch function along with the periodicity of the 
phase coefficient eikx with respect to kx with period 2π gives rise to the important property 
of a particle in periodic potential. Any pair of wave numbers k1 and k2 differing in an inte-
ger number of π a2 / , i.e.,

	 π− = = ± ± ± …k k
a

n n
2

, 1, 2, 3, ,1 2 	

become equivalent. This is a direct consequence of the translational symmetry of space in 
the problem under consideration. Therefore, the whole multitude of the k values consists 
of the equivalent intervals with the width of 2π/a each. Every such interval contains the 
full set of the non-equivalent k values. These intervals are called the Brillouin zones to 
acknowledge the principal contribution to this notion by Leon Brillouin. It is convenient 
to choose the first Brillouin zone around k = 0, i.e.,

	 π π− < <
a

k
a

. 	 (2.67)

Then the second zone will consist of the two symmetrical equal intervals,

	 π π π π− < < − < <
a

k
a a

k
a

2
,

2 	 (2.68)

Figure 2.11  Development of energy bands in crystals. (a) Standing waves at k = nπ/a give rise to gaps 
in the E(k) law. (b) The first Brillouin zone. Quasi-momentum conservation allows for the reduced 
presentation with every curve in (a) section shifted along the k axis by the integer number of 2π/a. Thus 
all portions of the dispersion curve appear within the first Brillouin zone. (c) Energy bands in space.

Energy

(b) (c)(a)

–2π/a 2π/aπ/a π/a0 0–π/a –π/a
Wave number Wave number Coordinate

Energy Energy
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and so on. Because of the equivalence of wave numbers differing in integer number of 2π/a, 
it is possible to move all branches of the dispersion curve toward the first Brillouin zone 
by means of a shift along the k axis by the integer number of 2π/a. Therefore, the original 
dispersion curve (Figure 2.11(a)) can be modified to yield the reduced zone scheme (Figure 
2.11(b)). The whole realm of a particle dynamics in a periodic potential can be thus treated 
in terms of events within the first Brillouin zone, the energy being a multivalued function 
of the wave number. Presentation of the dispersion law in Figure 2.11(b) is referred to as 
the band structure.

The value = p k  is called “quasi-momentum.” It differs from the momentum by a spe-
cific conservation law. It conserves with an accuracy of 2πℏ/a, which is, again, a direct 
consequence of the translational symmetry of space. The quasi-momentum conservation 
law is to be considered in line with the other general conservation laws, namely momentum 
conservation (resulting from space homogeneity), energy conservation (resulting from time 
homogeneity), and circular momentum conservation (results from the space isotropy).

The relation = p k  gives rise to Brillouin zones for the momentum. The first Brillouin 
zone for momentum is the interval

	 π π− < < 
a

p
a

, 	 (2.69)

and other zones consist of the two symmetric intervals with width equal to ћπ/a.

2.4.3	E ffective mass of electron

In the center and at the edges of the first Brillouin zone, the expansion of the E(k) function 
in the Taylor series,

	 = +
=

+
=

+E k E k
dE
dk k k

k
d E
dk k k

( )
1
2

...0

0

2
2

2
0

	 (2.70)

can be reduced to a parabolic E(k) law

	 =
=

E k k
d E
dk k

( )
1
2 0

2
2

2
	 (2.71)

by putting =E 00 , i.e., counting energy from the extremum point, and omitting the high-
er-order derivatives in the series. This becomes possible when recalling that extrema cor-

respond to standing waves, i.e., 
=

=dE
dk k 0

0 . In turn, the parabolic E(k) law means the 

effective mass of  the particle under consideration can formally be introduced in the vicinity 
of every extremum of the E(k) function as

	 = ≡ =
m

d E
dk

d E
dp

1
*

1
const.

2

2

2

2

2
	 (2.72)
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Note that for a free particle from the relation = = E p m k m/ 2 / 22 2 2 , we have everywhere

	 = ≡ −


d E
dk

d E
dp

m
1

.
2

2

2

2

2
1

	

The effective mass (Eq. (2.72)) determines the reaction of a particle to the external force, 
F, via a relation

	 =m a F* 	 (2.73)

where a is the acceleration. Eq. (2.71) coincides formally with Newton’s second law.
Figure 2.11(a,b) shows that, e.g., in the vicinity of k = 0 for the uppermost branch (band), 

the effective mass is noticeably smaller than the intrinsic inertial mass of a particle. Thus, 
a particle in a periodic potential can sometimes be “lighter” than in free space. Sometimes, 
however, it can be “heavier.” This occurs, e.g., far from k = 0 when E(k) becomes essentially 
nonparabolic. This means that in a periodic potential, a particle first accelerates as a lighter 
one, then with growing wave number and momentum it becomes heavier, and after crossing 
the inflection point its effective mass becomes negative. It is also always negative in the top 
of the bands near k = 0 because of the positive curvature of the E(k) dependence in the 
vicinity of the maximum. The negative effective mass is an important property of a quan-
tum particle interacting simultaneously with a background periodic potential and an addi-
tional perturbative potential. The negative mass means momentum of a particle decreases 
in the presence of an extra potential. This results from reflection from the periodic poten-
tial barriers/wells. The difference in momentum does not vanish, but is transferred to the 
material system responsible for the periodic potential − e.g., to the ion lattice of the crystal.

In the vicinity of every extremum, the Schrödinger equation with periodic potential 
reduces to the equation

	
 ψ ψ− =
m

d x
dx

E x
2 *

( )
( ),

2 2

2
	 (2.74)

which describes the free motion of a particle with the effective rather than the original mass.

2.5	E nergy Bands In Semiconductors And Dielectrics

The E(k) relation in Figure 2.11 represents the band structure for an electron in the sim-
plest one-dimensional periodic potential. In real crystalline solids, periodic potential for 
an electron arises from the periodic displacement of ions, which in turn can be understood 
in terms of crystal lattices. The most simple lattices are presented in Figure 2.12. A simple 
cubic lattice can be found in a few elemental solids, e.g., Po and Te. A body-centered cubic 
(BCC) lattice occurs in certain binary ionic compounds, e.g., CsCl. For common semicon-
ductor materials, face-centered cubic (FCC) and hexagonal lattices are important. Many 
semiconductors have cubic lattices based on the FCC arrangement. The typical lattices are 
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referred to as zinc blende (or sphalerite), representing two interpenetrating FCC lattices 
of two elements (ZnS, ZnSe, CdTe, GaP, GaAs, InP, InSb, CuCl), diamond lattice, which 
reproduces the zinc blende but with only one element (diamond, Ge, and Si), and rocksalt, 
which is the FCC lattice with an additional atom at the very center of the cube (NaCl, 
PbS, PbSe). Many compounds that are important in photonics have different versions of 
the hexagonal package, referred to as wurtzite.2 Among those are GaN, InN, CdS, CdSe. 
The hexagonal lattice forms intrinsically anisotropic displacement of atoms along one axis 
(labeled the c axis), which results in anisotropy of the main physical properties, including 
optical properties.

The electronic properties3 of solids are determined by occupation of the bands and by 
the absolute values of the forbidden gap between the uppermost completely occupied and 
lowermost unoccupied band whenever this is the case. If  a crystal has a partly occupied 
band, it exhibits metal properties because electrons in this band provide electrical con-
ductivity. If  all the bands at T = 0 are either occupied or completely free, material will 
show dielectric properties. Electrons within the occupied band cannot provide any con-
ductivity because of Pauli’s exclusion principle: Only one electron may occupy any given 
state. Therefore, under an external field an electron in the completely occupied band can-
not accelerate, i.e., cannot change its energy, because all neighboring states are already 
filled. The highest occupied band is usually referred to as the “valence band” (v-band) and 
the lowest unoccupied or partially occupied band is called “conduction band” (c-band). 

Figure 2.12  Examples of simple crystal lattices. Semiconductors are listed whose lattices are based 
on cubic, FCC, and hexagonal arrangements.

2	Interestingly, the origins of the notations sphalerite, zinc blende, and wurtzite are all related to the ZnS compound. 
Sphalerite originates from the Greek “sphaleros,” i.e., treacherous; zinc blende originates from the German 
“Zinkblend,” with “blenden” meaning illusive, delusive. Both names mean the cubic form of the ZnS mineral, which 
can be easily misidentified as other minerals. The wurtzite hexagonal form of ZnS is named after Charles-Adolph 
Wurtz (1817−1884), a French chemist.

3	While using “electronic” we imply everything related to or resulting from electrons, not necessarily related directly 
to electronics. In this sense, all optical phenomena are electronic processes.
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Spacing between the top of the valence band, Ev, and the bottom of the conduction band, 
Ec, is called the band gap energy, Eg:

	 = −E E E .g c v 	 (2.75)

Depending on the absolute Eg value, solids that show dielectric properties (i.e., zero 
conductivity) at cryogenic temperatures close to T = 0, are classified into dielectrics and 
semiconductors. If  Eg is less than 3−4 eV, the conduction band has a non-negligible pop-
ulation at room or slightly above room temperatures in accordance with the Boltzmann 
factor −exp(Eg/kBT), with kB being the Boltzmann constant, and these types of crystals are 
called “semiconductors.” If  Eg is significantly higher than 5 eV, then reasonable heating does 
not result in noticeable conductivity, and crystals are therefore referred to as dielectrics.

The relation between energy and wave number (i.e., momentum) of an electron for 
different bands, typically presented in graphic form, is called the “band structure.” For 
real crystals it is a rather complicated multivalued function containing many bands and 
branches, very often differing in different directions. The electron effective mass cannot 
be considered as a constant, it appears to be energy-dependent and differs for various 
branches (so-called “valleys,” i.e., local minima in the c-band). In a number of cases, the 
electron effective mass has to be described as a second-rank tensor. This means accelera-
tion gained by an electron differs in direction from the applied force.

Notably, in optics, events within the close vicinity of v-band and c-band extrema are 
most important. The band structures of a number of “photonically important” semicon-
ductors are sketched in Figure 2.13. One can see that GaN, GaAs, and CdSe v-band and 
c-band extrema have the same wave number. These are called “direct-gap semiconductors.” 
Contrary to these, for Si, Ge, and GaP crystals, the top of the v-band does not coincide in 

Figure 2.13  Sketch of the band structures of a number of representative semiconductors. GaN, 
GaAs, and CdSe are direct-gap and GaP, Si, and Ge are indirect-gap semiconductors. The top 
of the valence band is chosen as the zero-energy level for convenience only. With respect to a free 
electron in a vacuum, crystals have different energy scales.
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k value with the lowest minimum in the c-band. These types of crystals are usually referred 
to as “indirect-gap semiconductors.”

The most important semiconductor materials used in modern photonic components 
and devices are presented in Table 2.2. The right-hand column shows that nanophotonics 
can be helpful in extension and/or improvement of their applications.

Table 2.2  Strategic semiconductor materials in photonics, their application fields, and 
options for nanophotonic implementations

Material Current status R&D: trends and forecast Nanophotonics

GaN, GaInN High-power blue, UV, and white 
LEDs, lasers for high-density DVD 
and Blu-ray disks

Progress in current 
applications

+

GaAs, GaAlAs, 
GaInAs, GaAlInP, 
GaInAsP

Lasers in CD, DVD, laser printers, IR 
LEDs, near-IR-Vis photodetectors, 
fiber-optics communication, high-
cost efficient solar cells for critical 
applications (space)

Progress in current 
applications

+

Si Detectors, incl. CCD matrices in 
video- and photo-cameras, solar cells

Light-emitting devices, 
electro-optical modulators

+

GaP and GaInAlP Low-power green (yellow) LEDs +

Ge and SiGe IR detectors (obsolete) Far-IR and THz lasers 
(quantum cascade)

+

CdTe and 
CdHgTe

Far-IR detectors incl. night-vision 
cameras

Solar cells +

CdSe, CdS photoresistors Colloidal nanophotonics 
incl. luminophores, LEDs, 
lasers

+

ZnO and ZnMgO UV detectors UV LEDs and lasers, 
transparent contacts

+

ZnSe Low power blue LEDs and lasers Progress in current 
applications

+

PbS, PbSe IR detectors Optical and electro-optical 
modulators/switches

+
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2.6	 Quasiparticles: Electrons, Holes, And Excitons

Electrons in the conduction band of a crystal can be described as “free” particles with 
charge −e, spin ±1/2, effective mass me

∗ (basically variable rather than constant, often aniso-
tropic), and quasi-momentum ℏk with the specific conservation law. Thus, for an electron in 
a crystal, only charge and spin remain the same as in free space. By and large, the notation 
“electron” implies a particle whose properties result from the interactions in a many-bodies 
system consisting of a large number of positive nuclei and negative electrons. Notably, it is 
the standard and a very efficient approach in the theory of many-bodies systems to replace 
the large number of interacting particles with a small number of non-interacting quasipar-
ticles. These quasiparticles are viewed as elementary excitations of the system consisting of 
a large number of real particles. Thus, an electron in c-band is a quasiparticle correspond-
ing to the primary elementary excitation in the electron subsystem of a crystal.

Box 2.1  Advent of GaN photonics

Gallium nitride, GaN, is now the second most important semiconducting material after silicon, 
and probably is the number one photonic semiconductor material. In 1995 Shuji Nakamura and 
co-workers reported on the first blue LEDs based on a GaInN single quantum well structure. 
These devices have been significantly improved and extended both to shorter and longer wave-
lengths from the green to the ultraviolet. These diodes are used in large area screen displays, 
traffic lights, colored automobile lights, and backlighting for mobile phones and iPads.

Using yellow phosphors with blue GaInN LEDs has allowed developing high-intensity white 
LEDs that are expected to revolutionize residential lighting in a decade. Blue GaN-based laser 
diodes are commercially available and have enabled the advent of Blu-ray disks and HD-DVD 
(high-density DVD) in daily life. In recognition of this decisive contribution to science and tech-
nology, Shuji Nakamura together with Isamu Akasaki and Hirosi Amano received the Nobel 
Prize in 2014 for the invention of blue LEDs, which has enabled bright and energy-saving white 
light sources.

Hirosi AmanoIsamu Akasaki Shuji Nakamura
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The “hole” is another quasiparticle in crystals. It is introduced to describe an ensemble 
of electrons in the valence band from which one electron has been removed (e.g., by means 
of a transition to the conduction band). In a sense, the hole can be viewed as a void in 
air or water to which we can apply notions like size, speed, acceleration, etc. While many 
pieces of matter drop down, voids apparently go up as if  they acquire “negative” mass. 
Similarly, the empty place in the v-band is viewed as a quasiparticle with charge +e (oppo-
site to electron), effective mass mh, depending on the v-band shape, spin ±½, and kinetic 
energy rising from the top of the v-band downward (opposite to electron). Note, the top 
of the valence band typically features at least two branches, giving rise to the notion of 
light and heavy holes.

Electrons and holes in semiconductors possess properties of ideal gases at low con-
centrations. When their concentration rises up, electron−hole plasma develops, evolving 
sometimes into electron−hole liquid (found in a few crystals, including Si and Ge, under 
extreme concentrations and low temperatures). Electron and hole gases acquire temper-
atures depending on the energy distribution functions in the c- and v-bands, respectively; 
their temperatures are often different from each other and from that of a parent crystal 
(determined by atomic vibrations).

Using the hole notion, a transition of an electron from the v-band to the c-band can be 
viewed as the creation of an electron−hole pair. Such transitions may occur due to photon 
absorption (Figure 2.14), with the energy and momentum conservation

	
ω = + +

= +


  

E E E

k k k
,

kin kin

phot

g e h

e h
	 (2.76)

where Ee kin (Eh kin) and ke (kh) are the electron (hole) kinetic energy and wave vector, 
respectively.

Only photons whose energy exceeds Eg can be absorbed. If  this condition is met, pho-
tons can be readily absorbed provided that energy and momentum conservation laws are 
met simultaneously. Thus, Eg value defines the spectral position of the optical absorption 
edge after which absorption spectrum is continuous. If  the photon energy equals Eg then 
the electrons and holes that take part in the photon absorption have zero kinetic energies. 
The band gap energy equals the minimal energy for creation of a single pair of free charge 
carriers (an electron and a hole). This statement can serve as the definition of Eg.

If  the photon energy exceeds Eg, the excess energy breaks into the kinetic energy of an 
electron and that of a hole. So a high-energy photon, when absorbed, generates a faster 
electron−hole pair. Notably, the photon momentum is rather small (Figure 2.14(a)), e.g., 
for the visible range (ћω = 1.7−3.1 eV), it is two orders of magnitude lower than the elec-
tron momentum (Problem 2.12). As the photon momentum is negligibly small, we simply 
have a nearly vertical transition in the diagram shown in Figure 2.14(b). The energy versus 
momentum and wave number law for photons plotted in Figure 2.14(a) directly follow 
from Eqs. (2.2) and (2.3), taking into account E = ћω and p = ћk.
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The insert in Figure 2.14(b) explains the momentum conservation law in photon absorp-
tion. Very small photon momentum enables generation of an electron−hole pair when the 
electron and the hole move in nearly opposite directions to make the vectorial sum of the 
momenta fit the small value of the photon momentum. This consideration accords with 
the nearly vertical transition shown in Figure 2.14(b) by the upward blue arrow, if  we 
agree that the momentum axis for holes is in the opposite direction to that for electrons. 
Interband optical transitions result in high absorption coefficients measuring of the order 
of 104 cm−1.

The reverse process, i.e., a downward radiative transition, is called an electron−hole 
recombination process. An electron−hole pair converts into a photon, again, with simul-
taneous energy and momentum conservation. Electron and hole energies and momenta 
may experience relaxation toward extreme points in the c- and v-band, respectively, before 
the recombination happens. Such relaxation occurs by means of e−e, h−h, and e−h colli-
sions, as well as by interaction with the crystal lattice. The e−e processes modify electron 
energy distribution and result in electron gas temperature Te, the h−h processes define hole 
gas temperature Th, and the e−h processes make these temperatures equal to each other, 
whereas electron and hole interaction with the lattice makes the crystal warmer resulting 
in Te = Th = Tc, where Tc is the crystal lattice temperature.

Figure 2.14(c) shows possible optical transitions in the case of an indirect-gap semicon-
ductor. The Eg value now corresponds to different points on the k axis and a one-step tran-
sition from the top of the v-band to the bottom of the c-band is not allowed (transition 1) 
since the momentum conservation cannot be met. In this case, the lack of momentum can 
be taken from the crystal lattice by means of simultaneous absorption of a photon and 
a single or a number of lattice oscillations energy portions, phonons. This many-bodies 

Figure 2.14  Energy versus momentum for (a) photons and electrons in (b) direct-gap and 
(c) indirect-gap semiconductors.
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process has low probability, and therefore indirect-gap semiconductors exhibit low absorp-
tion coefficients unless the photon energy enables direct transitions (transition 4 in Figure 
2.14). The photon energy threshold for the direct transitions is referred to as the optical 
band gap energy. The recombination rates for indirect transitions are also low. Low absorp-
tion and recombination rates are among the issues for indirect-gap semiconductors used 
in photonic detectors and solar cells (e.g., Si, Ge) and emitters (e.g., GaP-based LEDs).

Table 2.3 summarizes parameters of “photonically” essential semiconductor crystals 
including lattice structure, band gaps, and electron and hole effective masses.

At zero temperature, semiconductor and dielectric materials have fully occupied v-bands 
and completely empty conduction bands. This becomes possible in many materials because 
s- and p-states in atoms can have no more than two and six electrons, respectively. Many 
semiconductor and dielectric materials have a total of eight electrons in their constituting 
atoms. For elemental materials this condition is met for group IV elements only (diamond 
C, or graphite, silicon, germanium, as well as SiC compound). For binary materials a pair 
of elements of I−VII (NaCl, LiF, CuCl, AgBr, etc.), II−VI (ZnO, ZnS, ZnSe, ZnTe, similar 
Cd and Hg compounds), and III−V (BN, GaN, GaP, GaAs, GaSb, similar Al and In com-
pounds) couples to complete eight valence electrons for every pair of atoms in chemical 
bonds. These types of solids are presented as separate groups in Table 2.3.

There is an important correlation between properties of constituting elements and band 
gap of crystals formed. First, the band gap decreases within every group with increasing 
element numbers, i.e., number of electronic shells. Consider, for example, band gaps in the 
rows C → SiC → Si → Ge, AlN → GaN → InN, GaN → GaP → GaAs. Continue I−VII 
compounds (see also Problem 2.14). This happens because a higher number of electron 
shells results in screening of Coulomb potential in the lattice and makes potential wells 
shallower. This relationship seems to be fulfilled unless crystal lattice structure remains the 
same. It fails, e.g., for hexagonal ZnO versus cubic ZnS, or cubic HgS versus hexagonal 
CdS, either of which with shorter crystal lattice will have a bigger gap. Another regularity 
occurs with respect to the horizontal position of elements in the Periodic Table. For the 
same total number of shells, the band gap typically rises in the row IV → III−V → II−VI 
→ I−VII. Examples from Table 2.3 are Ge → GaAs → ZnSe → CuBr; others are LiF → 
BN → C, NaCl → AlP → Si, and there are many more. The reason is stronger polarity of 
lattice structure with growing charge difference. For a smaller valence difference, bonding 
is close to covalent, whereas for a larger valence difference it is strongly ionic, making 
potential alteration in space higher. Thus, to summarize the two above regularities, one 
can see that stronger bonding makes shorter lattices and bigger gaps in the electron spectrum.

2.6.1	E xcitons

Electrons and holes form gases and plasma in semiconductors. Not only do they experience 
multiple scattering resulting in Boltzmann-like energy distributions within the c-band for 
electrons and v-band for holes, but every e−h pair may form a bound hydrogen-like state 
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Table 2.3  Parameters of semiconductors used in photonic components and devices

Material, lattice 
type, band gap 
type

Band gap (eV) 
at 300 K

Band gap 
wavelength  
(nm) me/m0 mh/m0 aB* (nm)

Ry* 
(meV)

Lattice 
constant 
(nm)

Group IV elements and IV−IV compounds

C diamond, 
dia, i

5.47 226 0.36(t)
1.4 (l)

1.1(hh)
0.36 (lh)

− 80 0.357

SiC (6H), i, w 3.02 410 0.48(t) 0.66 (t) − − 0.308 (a)
2(l) 1.85 (l) 1.512 (c)

Si, i, dia i 1.12 1090 0.08 (t) 0.3 (hh) 4.3 15 0.543
d 3.4 1.6 (l) 0.43 (lh)

Ge, i, dia i 0.67 1850 0.19 (t) 0.54 (hh) 24.3 4.1 0.566
d 0.80 1550 0.92 (l) 0.15 (lh)

III−V compounds

α-GaN, w, d 3.44 360 0.22 0.3 (lh) 2.1 28 0.319 (a)
1.4 (hh) 0.518 (c)

β-GaN, z, d 3.17 390 0.19 0.2 (lh) − 26 0.453
0.7 (hh)

GaP, z, i i 2.27 546 0.21 0.17 (lh) 7.3 22 0.545
d 2.79 444 0.67 (hh)

GaAs, z, d 1.42 872 0.064 0.08 (lh)(111) 12.5 4.6 0.565
0.09 (lh)(100)
0.34 (hh)(100)
0.75 (hh)(111)

InP, z, d 1.34 924 0.07 0.12 (lh) 16.8 4 0.586
0.45 (hh)

InN, w, d 0.7 1770 0.08 − 8 15.2 0.354 (a)

0.570 (c)

InAs, z, d 0.35 3540 0.02 0.35 (100) 36 1.5 0.605
0.85 (111)
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Table 2.3  (Cont.)

Material, lattice 
type, band gap 
type

Band gap (eV) 
at 300 K

Band gap 
wavelength  
(nm) me/m0 mh/m0 aB* (nm)

Ry* 
(meV)

Lattice 
constant 
(nm)

InSb, z, d 0.18 6880 0.01 0.01 (lh) − 0.5 0.647
0.4 (hh)

AlN, w, d 6.13 202 0.4 3.53 (hh l) 1.2 70 0.311 (a)
10.4 (hh t) 0.498 (c)
3.53 (lh l)
0.24 (lh t)

AlP, z, i i 2.53 (6 K) 490 − − 1.2 25 0.546
d 3.63 (4 K) 341

AlAs, z, i i 2.15 576 0.19 (t) 0.4 (hh)(100) 2.0 20 0.566
d 3.03 409 1.1 (l) 1.0 (hh)(111)

0.15 (lh)(100)
0.11 (lh)(111)

II−VI compounds

ZnO, w, d 3.37 367 0.27 0.59 1.8 63 0.325 (a)
0.520 (c)

ZnS, z, d 3.72 333 0.22 0.23 (lh) 2.5 38 0.541
1.76 (hh)

ZnSe, z, d 2.68 462 0.15 0.75 (hh) 3.8 21 0.567
0.14 (lh)

ZnTe, z, d 2.35 527 0.12 0.6 6.7 13 0.609

CdS, w, d 2.48 499 0.14 0.7 (t) 2.8 29 0.413 (a)
5 (l) 0.675 (c)

CdSe, w, d 1.73 716 0.11 0.45 (t) 4.9 16 0.430 (a)
1.1 (l) 0.701 (c)

CdTe, z, d 1.47 840 0.1 0.4 7.5 10 0.647

HgTe, z 0 (semimetal) 8200 0.03 0.3 0.645
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Table 2.3  (Cont.)

Material, lattice 
type, band gap 
type

Band gap (eV) 
at 300 K

Band gap 
wavelength  
(nm) me/m0 mh/m0 aB* (nm)

Ry* 
(meV)

Lattice 
constant 
(nm)

I−VII compounds

CuCl, z, d 3.2 390 0.5 2 0.7 190 0.542

CuBr, z, d 2.9 430 0.2 1.1 (lh) 1.2 108 0.453
1.5 (hh)

IV−VI compounds

PbS, r 0.41 3020 0.040 (t) 0.034 (t) 18 2.3 0.593

PbSe, r, d 0.28 4420 0.070 (l) 0.068 (l) 46 2.0 0.613

Notations: direct-gap structure (d), indirect-gap structure (i); predominant crystal structure: wurtzite (w), zinc blende (z), 
diamond (dia), rocksalt (r); light holes (lh), heavy holes (hh), transverse (t), longitudinal (l), (a) and (c) lengths as shown in 
Figure 2.12. Sources: Klingshirn (2004), Madelung (2004), and Gaponenko (2010).

owing to Coulomb interaction. The relevant quasiparticle is termed “exciton.” Figure 2.9 
gives an idea of s-, p-, and d-states of excitons. Similar to the hydrogen atom, the low-
est states feature spherical symmetry and can be characterized by exciton Bohr radius, aB

*  
(compare to Eq. (2.49)), which in SI units reads
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where μH is the electron−proton reduced mass defined as
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the result of which with good accuracy (10−3) equals the electron mass m0 because 
m m0 proton, and μeh is the electron−hole reduced mass,
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Similar to a hydrogen atom, exciton Rydberg energy Ry* can be written (in SI units) as
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The reduced electron−hole mass is smaller than the electron mass m0, and the dielectric 
constant ε is of the order of 10. This is why the exciton Bohr radius is significantly big-
ger, and the exciton Rydberg energy is significantly smaller than the relevant values of 
the hydrogen atom. Absolute values of aB

*  for the common semiconductors range in the 
interval 10−100 Å, and the exciton Rydberg energy takes the values from approximately 
1 to 100 meV (Table 2.3). An exciton can be described as an elementary excitation in the 
electron subsystem of a crystal that does not contribute to charge transfer.

There is a definite correlation between the band gap values, Eg, and exciton binding 
energy, Ry*: bigger band gaps correlate with bigger Ry*. This correlation can be traced in 
Figure 2.15. It results both from the tendencies of higher electron effective mass and lower 
dielectric constants for wider-band gap materials. In other words, bigger gaps inherent in 
materials with strong atomic bonding provides stronger Coulomb interactions of elec-
trons and holes therein. Stronger Coulomb interaction, in turn, gives rise to a small Bohr 
radius. For the hydrogen-like consideration of electron−hole coupling it is of principal 
importance that the calculated Bohr radius should necessarily exceed many times the crys-
tal lattice constant, i.e., aB  aL. Otherwise, presentation of electron and hole interacting 
through a medium with dielectric constant ε is incorrect. Notably, for most of the crystals 
listed in Table 2.3, the condition aB  aL is met. However, it is not perfectly met for cop-
per halides, especially CuCl, where aB is only slightly bigger than the lattice constant. For 
crystals with wider gaps (more ionic) − like NaCl, KCl, and KBr − the exciton is localized 
at a given crystal site and does not possess hydrogenic features. In fact, it is this type of 
exciton that was predicted in 1931 by Ya. Frenkel (USSR) and is known as the Frenkel 

Figure 2.15  Exciton binding energy (Ry*, meV) versus band gap energy (Eg, eV) for a number of 
direct-gap semiconductors. A general trend of higher Ry* for bigger Eg is apparent and can be 
roughly approximated as a straight line in a semi-logarithmic plot.
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exciton. On the contrary, the hydrogenic excitons inherent in semiconductors are referred 
to as Wannier−Mott excitons. The latter type of excitons were observed for the first time 
in 1951 by E. F. Gross and co-workers (USSR).

Excitons, holes, and electrons in a crystal are viewed as gas consisting of atoms (exci-
tons) that can ionize to give an ion (hole) and an electron. Coupled and free electron−hole 
pairs exist in dynamic equilibrium, depending on temperature. The relevant equation is 
known as the equation of ionization equilibrium, or Saha equation. It reads:
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where nexc is the exciton concentration and neh is the concentration of free electrons (holes). 
Note that in an intrinsically neutral crystal, the number of electrons, ne, will always be 
equal to the number of holes, nh. This is emphasized by the neh notation. Eq. (2.81) has a 
very general field of application for the relation between neutral and ionized atoms at a 
certain temperature. It was derived in 1920 by M. Saha, an Indian physicist, when consid-
ering ionization of atoms in astrophysics. The Saha equation states that at a low temper-
ature (kBT  Ry*) electron−hole pairs exist in the form of excitons, i.e., neh  nexc holds, 
whereas at higher temperatures (kBT > Ry*) most excitons ionize to give free electrons and 
holes.

Excitons at rest (p = 0, k = 0) feature the hydrogenic energy spectrum defined by Eq. (2.48):

	 E E
Ry
n

n, 1,2,3,...,n g

*

2
= − = 	 (2.82)

with the lowest state at Eg − Ry* followed by converging series of levels to give final contin-
uum at E > Eg, like the generic set for Coulomb potential presented in Figure 2.10. In every 
state, an exciton can perform translational motion as a particle with mass M = me + mh. 
Therefore the E(k) dependence has an infinite number of parabolic branches (Figure 2.16) 
in accordance with the relation
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Recalling E(k) dependence for photons (red curve in Figure 2.16), one can see that 
every time this curve crosses those of  the exciton, energy and momentum conservation 
laws allow for photon absorption to occur. Since the photon wave number is very small, 
we can consider these absorption lines to occur exactly at E Ry n/n g

* 2ω = − . The rea-
sonable theoretical consideration of  exciton absorption spectra was proposed by R. 
Elliot in 1957. He predicted that (1) the principal absorption line (n = 1) should have 
intensity compared to the atomic line intensity in proportion with (atomic size/exciton 
size)3; (2) intensity of  exciton lines falls with n as 1/n3; (3) infinite number of  states with 
a higher n gives rise to constant absorption for higher ћω; and (4) when ћω exceeds Eg 
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noticeably, absorption coefficient rises up as E( )g
1/2ω − . The absolute value of  absorp-

tion coefficient in the continuum can be as high as 104 cm−1, i.e., transmission of  a 1 μm 
film will be 1/e = 0.36.

The semi-classical exciton theory by Elliot implies a Lorentzian shape for every exciton 
line, but does not provide a way to calculate line widths. The latter is defined by exciton−
phonon interaction, i.e., exciton dephasing from scattering on vibrating ions in the crystal 
lattice. The dephasing rate simply then equals the observed linewidth at the half-maximum 
on the frequency scale. It is roughly close to the kBT value. Emission of photons is possible 
from every exciton ns-state (1s-, 2s-, …) as a result of the electron recombination with the 
hole within an exciton, an event which is often referred to as exciton annihilation.

To evaluate manifestation of excitonic sharp lines in absorption spectra, exciton binding 
energies for semiconductors from Table 2.3 should be compared to kBT for different tem-
peratures, (kBT)300 K = 26 meV, (kBT)77 K = 6.7 meV, (kBT)4 K = 0.3 meV.

Pronounced exciton peaks cannot be observed at room temperature for most typical 
semiconductors because of strong temperature-induced broadening that smears resonance 
peaks and also because most excitons ionize into electrons and holes. The ground exciton 
state typically is readily observed at liquid nitrogen temperatures (77−100 K) in high-qual-
ity monocrystals of many II−VI (CdS, CdSe, ZnSe, ZnS) and III−V (GaN) compounds 
with a film thickness of the order of 1 μm fabricated by means of epitaxial growth on 
monocrystalline substrates. Two representative examples are given in Figure 2.17.

Owing to their large binding energy, GaN monocrystals feature a well-resolved exciton 
line with absorption coefficient α about 105 cm−1 at maximum. Evaluation of α values in 
these conditions can be performed with extremely thin films only (0.4 μm) with carefully 
accounting for light interference at the low-energy tail of the absorption spectrum. At 

Figure 2.16  Energy versus wave number for excitons 
(blue) and for photons (red). Every point at which the 
photon curve crosses the exciton curve gives rise to 
the absorption band shown in the right panel.
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liquid nitrogen temperature, three exciton peaks dominate in the band edge spectrum, 
resulting from the ground states of excitons formed by three hole types from various 
v-band branches. Excited states of excitons are not resolved at these temperatures but are 
pronounced very well at liquid helium temperatures.

ZnSe monocrystals show a well-defined exciton band whose low-energy half  obeys the 
Lorentzian shape with a full-width at half-maximum 7 meV, i.e., equal to kBT for 88 K. 
At room temperature, exciton band(s) are completely smeared but Coulomb interaction 
of electrons and holes enhances absorption below Eg. To examine this in detail, samples 
of different thicknesses have been used. An exponential absorption tail is clearly seen that 
can be described by the law

	 h
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( )
0

0α ν α α σ ν
=
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

	 (2.84)

where σ and E0 are parameters defining the steepness of the tail. This exponential law 
was reported for the first time for AgBr crystals by Franz Urbach at Eastman Kodak in 
Rochester, USA in 1953, and then studied in more detail by Werner Martienssen in 1957. 
Since then it has been found to occur in pure monocrystals (including GaN); heavily doped, 
disordered crystalline materials, and glasses. In the case of pure monocrystals it was shown 
to result from exciton−phonon interaction (mainly elastic scattering), whereas in doped 

Figure 2.17  Optical absorption spectra at room and liquid nitrogen temperatures for two 
representative semiconductors, GaN (wurtzite type) and ZnSe (cubic). GaN was epitaxially grown 
by the MOCVD technique on a sapphire (Al2O3) substrate, which is transparent within the spectral 
range of measurements. ZnSe was epitaxially grown on a GaAs substrate with perfect matching 
of crystal lattices and transmission was studied through an etched window in the substrate since 
GaAs features strong intrinsic interband absorption in the visible. Data for GaN are reprinted 
from Muth et al. (1997) with permission from APS.

.003
06:49:06



Electrons in potential wells and in solids46

and disordered materials it comes from the lattice disorder. The exponential low-energy 
absorption tail in semiconductors is referred to as the Urbach−Martienssen rule.

2.6.2	 Spin effects for quasiparticles in crystals

Electrons and holes possess spin ½ and therefore these are fermions. Only one fermion may 
occupy every available state. They obey the Fermi−Dirac statistic with the probability f for 
a state with energy E being occupied that reads:

	 f E k T
E E

k T

( , )
1

1 exp
)

.FD B
F

B

=
+ −









	 (2.85)

Fermi−Dirac distribution varies from 1 for E  EF to 0 for E  EF. Its steepest portion 
corresponds to the interval of approximately kBT around EF. The latter is called the Fermi 
level or Fermi energy. It is often said that Fermi energy is the energy level whose occupa-
tion probability is ½. It is mathematically correct, but one should keep in mind that there 
might be no real energy state at E = EF. Only heavily doped or heavily pumped samples 
feature the Fermi level in the conduction band. Intrinsic semiconductors have the Fermi 
level in the middle of the band gap. More sound physical interpretation is that Fermi 
energy stands for chemical potential, which is the free energy of an ensemble calculated per 
particle. It defines how much the total free energy will change if  one electron is added or 
removed from an ensemble.

Excitons consisting of two particles with half-integer spins are bosons. Therefore, any 
number of excitons can occupy the same state. Their energy distribution function is 
described by the Bose−Einstein statistic, which reads

	
µ

=
−





−
f E k T

E
k T
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1

exp
)

1
,BE B
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	 (2.86)

with μ being the chemical potential of a system under consideration (see the definition 
above).

2.6.3	I mpurities in semiconductors

Semiconductors can be purposefully doped to modify their electrical and also optical 
properties. An impurity atom, when substituting an intrinsic one, creates a set of hydro-
genic-like energy states within the band gap, and if  this state is close to the bottom of the 
c-band with respect to the kBT value, then thermal release of an impurity electron provides 
an extra free electron to the c-band. These impurities are termed donors. Donor atom 
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valency should exceed the parent atom(s) valency. For example, group V (e.g., P) elements 
are donors to Ge and Si, group III elements are donors to II−VI compounds when substi-
tuting a group II element in the parent lattice (e.g., Ga in ZnSe when substituting zinc). A 
semiconductor possessing a high number of free electrons at room temperature is referred 
to as an n-type semiconductor. Its conductivity owing to equilibrium electrons (i.e., with-
out external pumping or injection) exceeds by many orders of magnitude the conductivity 
of intrinsic − i.e., undoped − crystal.

In a similar way, an impurity atom creating a level in the band gap close to the top of 
the v-band gives a hole to the v-band. Such an impurity is termed an acceptor. These are 
atoms whose valency is lower than that of the parent crystal. Examples are group III 
elements in Si, and group II elements in III−V (like Mn in GaN). These types of doped 
crystals are referred to as p-type. Such crystals show high room-temperature conductivity 
without optical or electrical pumping owing to intrinsic free holes in their v-band.

Heavily doped semiconductors show blue shift of absorption onset since a portion of 
the c-band (in n-type crystals) or v-band (in p-type crystals) is occupied with charge car-
riers and is not involved in the absorption process. This phenomenon is known as the 
Burstein−Moss shift.

In binary compounds, the same type of impurity atom can be either donor or acceptor, 
depending which site it enters in the binary compound. One can see that the group IV 
element is a donor when substituting Ga, but it can also serve as an acceptor when substi-
tuting N in GaN or As in GaAs.

Crystals typically have intrinsic defects like interstitial atoms or vacancies. Their number 
may rise when donor or acceptor impurity is added. There is a non-trivial phenomenon 
found in II−VI compounds when an impurity atom itself  creates a donor state whereas 
its complex with a vacancy or an interstitial parent atom develops an acceptor state. Vice 
versa, impurity thought to be the acceptor often generates undesirable donor states when 
coupling with an intrinsic defect. Then the situation occurs that a heavily doped semicon-
ductor simultaneously has a high concentration of donors and acceptors but its conduc-
tivity remains low since concentration of free carriers is low. In this case, electrons from 
donor atoms are captured by acceptors instead of becoming free charge carriers in the 
c-band. This phenomenon is called self-compensation. It becomes a serious obstacle in 
making p−n junctions in II−VI compounds, such as when ZnSe is to be used for light-emit-
ting or laser diodes. In the 1980s, most efforts by researchers toward development of visi-
ble lasers and LEDs were concentrated on groups II−VI, but it was the self-compensation 
phenomenon that did not allow these compounds to compete with the recently emerged 
GaN-, GaInN-, and AlGaN-based light-emitting devices.

In heavily doped compensated semiconductors, discrete levels inherent in impurity 
atoms spread into wide tails below the c-band and over the v-band because of dense cha-
otic distribution of potential wells in space. These tails form an Urbach-like exponential 
absorption wing on the low-energy side of the ћω = E

g point.

.003
06:49:06



Electrons in potential wells and in solids48

Ternary compounds, like GaInN and AlGaN, are called solid solutions. These are 
developed from binary compounds by substitution of  one of  the parent atom type with 
an isovalent impurity. That means that a parent group III atom should be substituted 
by a group III impurity, or a parent group V element should be replaced by another 
group V atom. For GaN as a starting material, a compound with a wider gap, AlN, 
can be developed using GaxAl1−xN as well as compounds with a smaller band gap, InN, 
namely GaxIn1−xN can be fabricated. Ternary compounds feature the band gap energy 
and lattice constant intermediate between the starting and ending binary ones (Figure 
2.18). Groups II−VI and IV compounds can also make solid solutions, e.g., CdSexS1−x, 
ZnxCd1−xSe, SixGe1−x. In a similar way, quaternary solid solutions can be developed − e.g., 
GaxAl1−xNyAs1−y, ZnxCd1−xSeyTe1−y. Solid solutions enable tuning of  band gaps as well 
as crystal lattices. Tuning band gaps is crucially important in development of  photonic 
devices as it is the band gap that defines the absorption onset and emission wavelengths. 
Tuning the lattice period enables better matching of  lattices in epitaxial growth when the 
crystal lattice of  a growing semiconductor develops on top of  the crystalline substrate 
lattice.

Figure 2.18  Band gap energy of AlN, GaN, and InN and their alloys. Lines are plotted according 
to calculations by Pelá et al. (2014), which have been shown to describe reasonably experimental 
data reported by many groups. The spectrum box highlights the GaxIn1−xN range, where band 
gap energy enters the visible, thus enabling LED design. This range is used in GaN-based visible 
LEDs.
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Conclusion

•	 Electron properties of solids define both their electronic and optical characteristics since 
it is electronic excitation that determines light interaction with matter.

•	 Electrons and other quantum particles in potential wells feature discrete spectra, the 
spacing between levels being constant only in the case of a harmonic oscillator (para-
bolic well).

•	 In potential wells steeper than parabolic ones (e.g., rectangular), energy-level spacing of 
a quantum particle rises for the growing level numbers, whereas if  the wells are smoother 
than the parabolic one (e.g., Coulomb), energy levels get closer for the growing level 
numbers.

•	 Tunneling occurs in the case of a potential barrier with finite height and width.

•	 Resonant tunneling with high transmission probability is possible in the case of two 
barriers if  a particle’s energy coincides with any of the possible steady states in the well 
between barriers.

•	 Periodic potential gives rise to energy bands separated by energy gaps.

•	 Elementary excitations in the electron subsystem of crystals are electrons, holes, and 
excitons, the latter being the hydrogenic state of electrons and holes.

•	 Semiconductor crystals obey either a direct-gap or indirect-gap structure.

•	 The absorption spectrum of semiconductors features high transparency for photon 
energies below exciton energies and high absorption for photon energies higher than 
exciton energies, with sharp multiple peaks in the range ω− < <E Ry E*g g  and con-
tinuous growth of absorption for ω > Eg . For higher temperatures (kBT  Ry*), sharp 
exciton peaks evolve to the exponential absorption tail.

Problems

2.1	 Recall the electron−volt energy scale and compare it to joules.
2.2	 Calculate the de Broglie wavelength of an electron whose kinetic energy is 10 eV. 

Compare this with the same values for a proton. Discuss the difference.
2.3	 Calculate the de Broglie wavelength of an electron whose kinetic energy equals kBT 

at room temperature.
2.4	 In obsolete cathode-ray tubes used in TV sets and computer monitors by your par-

ents and grandfathers, electrons emitted from the cathode experience acceleration 
between plates at 10 kV voltage. Find the electron de Broglie wavelength and make 
a judgment about the role of wave properties of electrons in this case.
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  2.5	 Explain why the quantum mechanical problem for a well with infinite potential 
walls is often referred to as the “hard-wall problem.” Hint: consider the acoustic 
analogy.

  2.6	 Using Eq. (2.9), prove that inter-level spacing grows with level numbers.
  2.7	 Prove that the Taylor series allows for parabolic approximation for U-like and V-like 

potentials.
  2.8	 Calculate a few of the lowest energies of an electron in a spherical box with infinite 

walls with radii a = 1, 2, 3, 4, 5 nm.
  2.9	 Explain why the Bohr radius and Rydberg energy only very slightly differ from the 

atomic length and energy units.
2.10	 Compare tunneling probabilities for an atom versus an electron.
2.11	 Look at the resonance tunneling presentation and consider modification of wave 

function on the way from the well to the right-hand side of the right barrier. 
Compare with Figure 2.7. Observe and explain the analogy.

2.12	 Calculate photon momentum for the visible range and compare it with momentum 
of an electron possessing kinetic energy equal to photon energy.

2.13	 Based on the data in Table 2.3, examine the correlation between semiconductor 
band gap energy and effective masses of electrons and holes.

2.14	 Consider modification of the band gap energy for a number of compounds (Table 
2.3) within the series CdS → CdSe → CdTe → HgTe; AlN → AlP → AlAs → InSb; 
CuCl → CuBr. Try to predict band gaps for HgS, AlSb, AgBr, and CuI. Compare 
your predictions with the reference data.

2.15	 Compare data on E
g versus composition (Figure 2.18) and Eg versus lattice constant 

(Table 2.3) for AlN−GaN−InN. Make a conclusion on correlation between lattice 
constant and composition.

2.16	 Suggest semiconductor compounds to develop light emitters at 400, 500, and 600 nm.
2.17	 Consider and summarize similarities and differences of an exciton and a hydrogen 

atom.

Further reading

Chichibu, S., Mizutani, T., Shioda, T., et al. (1997). Urbach−Martienssen tails in a wurtzite GaN 
epilayer. Appl Phys Lett, 70(25), 3440−3442.
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Klingshirn, C. F. (2012). Semiconductor Optics. Springer Science & Business Media.
Klingshirn, C. F., Waag, A., Hoffmann, A., and Geurts, J. (2010). Zinc Oxide: From Fundamental 

Properties Towards Novel Applications. Springer Science & Business Media.
Levinshtein, M. E., Rumyantsev, S. L., and Shur, M. S. (2001). Properties of Advanced Semiconductor 

Materials: GaN, AlN, InN, BN, SiC, SiGe. John Wiley & Sons.
Miller, D. A. B. (2008). Quantum Mechanics for Scientists and Engineers. Cambridge University Press.

.003
06:49:06



References 51

Peyghambarian, N., Koch, S. W., and Mysyrowicz, A. (1994). Introduction to Semiconductor Optics. 
Prentice-Hall, Inc.

Schmitt-Rink, S., Haug, H., and Mohler, E. (1981). Derivation of Urbach’s rule in terms of exciton 
interband scattering by optical phonons. Phys Rev B, 24(10), 6043.

Yariv, A. (2013). An Introduction to Theory and Applications of Quantum Mechanics. Courier 
Corporation.

Yu, P. Y., and Cardona, M. (1996). Fundamentals of Semiconductor Optics. Springer.

References

Gaponenko, S. V. (2010). Introduction to Nanophotonics. Cambridge University Press.
Klingshirn, C.  F. (2004). Semiconductor Quantum Structures. Part 2: Optical Properties. Springer 

Science & Business Media.
Madelung, O. (2004). Semiconductors: Data Handbook. 3rd edition. Springer.
Muth, J. F., Lee, J. H., Shmagin, I. K., et al. (1997). Absorption coefficient, energy gap, exciton bind-

ing energy, and recombination lifetime of GaN obtained from transmission measurements. Appl 
Phys Lett, 71(18), 2572−2574.

Pelá, R. R., Caetano, C., Marques, M., et al. (2011). Accurate band gaps of AlGaN, InGaN, and 
AlInN alloys calculations based on LDA-1/2 approach. Appl Phys Lett, 98(15), 151907.

.003
06:49:06



   3 

  3.1     DENSITY OF STATES FOR VARIOUS DIMENSIONALITIES 

       Density of states   is among the basic attributes of quantum particles that directly follow from 
their wave properties. This notion is used for the function  D  defi ning the number of availa-
ble states in a unit volume calculated per unit interval of any of the following parameters: 
energy  E , momentum  p , wave number  k , or wavelength  λ . Since all of these arguments can 
be expressed through any one of the others, knowing the density of states versus any of the 
arguments allows the calculation of the density of states for every other argument as well. 

 For classical waves, states are called  modes.    This notion implies a defi nite type of oscilla-
tion featuring a certain wavelength, wave vector, frequency, and polarization in the case of 
transverse waves. To understand density of states in quantum physics, let us fi rst consider 
density of modes for classical waves. 

 Recall  Figure 2.2 . Consider standing waves in a cube with size  a  having hard walls – say, 
acoustic waves. One can see that the wavelengths obey a series  a /2, 2 a /2, …,  na /2 in which 
 n  = 1,2,3, … Accordingly, wave numbers will form three series for the three-dimensional 
space,

       
π π π

= = =k n
a

k n
a

k n
a

, , .x x y y z z       (3.1)   

 Modes form a discrete set of points in  k -space, and every pair of neighboring modes 
has the spacing

       
k k k

a
.x y z

π
∆ = ∆ = ∆ =

      (3.2)  

 Quantum confi nement effects 
in semiconductors 

         Absorption and emission of light by atoms, molecules, and solids arise from electron transitions. 

Electron confi nement phenomena in solids with restricted geometry like nanoparticles, nano-

rods, or nanoplatelets gives rise to the modifi cation of optical absorption and emission spectra 

and transition probabilities in semiconductor nanostructures. These phenomena are direct 

consequences of the wave properties of electrons. In this chapter we describe size- dependent 

optical properties of semiconductor nanostructures related to quantum confi nement. 
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experience strong confinement until the size of a nanostructure noticeably exceeds the lat-
tice period. If  the latter condition is not met, we arrive at cluster physics, where quantum 
chemistry, similar to molecular science, is to be applied instead of solid-state physics.

3.3	 QUANTUM WELLS, NANOPLATELETS, AND SUPERLATTICES

In modern electronics and optoelectronics, high-quality monocrystalline layers are 
obtained by means of epitaxial growth in which a new thin monocrystal develops on top 
of a monocrystalline substrate whose lattice period should match the lattice period of 
the newborn crystal. Not every desirable monocrystal is available in bulk form to serve 
as a substrate. Many that are available appear to be too expensive for commercial device 
development. Therefore, researchers and engineers are often faced with the problem of 
finding the proper substrate. Figure 3.3 shows the lattice constants for important III–V 
compounds along with possible II–VI substrate candidates.

3.3.1	 The double heterostructure concept

In fact, every epitaxial layer on top of a monocrystalline matched substrate represents a 
heterostructure, i.e., a structure in which two different materials form a single crystal lattice. 
In the early 1960s, Zh. Alferov and R. Kazarinov in the USSR and H. Kremer in the USA 
independently suggested and implemented a double heterostructure (Figure 3.4). In this 
structure, the middle, thinner layer of a semiconductor with a smaller band gap is placed 
between the two thicker layers of a wider-gap semiconductor. In a p–n junction, a poten-
tial well between thick p- and n-layers collects electrons and holes so efficiently that not 
only was it possible to enhance efficiency of semiconductor laser diodes and light-emitting 

Figure 3.2  Free electrons in a metal. (a) Fermi–Dirac distribution function f(E) at different 
temperatures. (b) Electron density of states D(E) (dashes) and the product f(E)D(E) (solid line). 
The shaded area under the curve f(E)D(E) equals the total number of electrons in the c-band in 
accordance with Eq. (3.17).
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Figure 3.3  Lattice constants and band gap energies of a number of III–V compounds. SiC and 
ZnO lattice constants are shown as possible substrates for GaN-based monocrystals and ZnSe – 
for GaAs-based monocrystals.

Figure 3.4  A double heterostructure and a single quantum well structure. (a) A sketch of a double 
heterostructure highlighting the lattice match condition. (b) Energy diagram with a potential well 
for both electrons and holes in the middle. (c) Scanning electron microscopy image of a real GaP/
GaNAsP/GaP quantum well. GaP is the material on the top and bottom, and appears darker, 
GaNAsP is the material sandwiched in the center and appears lighter. This structure is used in 
quantum well lasers. Image reprinted from Straubinger et al. (2016).
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diodes, but it appears to be possible to obtain efficient light emission by direct injection of 
charge carriers without making p–n junctions with heavily doped semiconductors.

If a well in a double heterostructure has thickness of the order of a few nm, it represents a 
quantum well for electrons and/or holes. Such a quantum well structure is shown in the right-
hand part of Figure 3.4. For more than three decades quantum well structures have been 
fabricated and examined in detail. Quantum well structures are used today in semiconductor 
lasers (in optical communication, CD-ROMs, laser printers, laser pointers, etc.), and in 
LEDs, including the outstanding invention of GaInN-based efficient violet and blue LEDs. 
N. Holonyak at General Electric was the first to develop a quantum well laser in 1977 by 
liquid-phase epitaxy; later he initiated gas-phase epitaxy research, nowadays referred to as 
MOVPE (metallo-organic vapor-phase epitaxy) or MOCVD (metallo-organic chemical 
vapor deposition). The latter dominates today in mass production of semiconductor LEDs.

3.3.2	 Electrons and excitons in two dimensions and in quantum wells

For an electron in a quantum well with thickness Lz and infinite potential barriers, the 
wave function can be written as

	 ψ = ⋅
L L L

k z ir k r( )
2

sin( ) exp( )
x y z

n xy
	 (3.19)

BOX 3.1  DOUBLE HETEROSTRUCTURES AND QUANTUM WELLS IN PHOTONICS

Double heterostructures and quantum wells are used today in commercial mass production 
of laser diodes and LEDs, including the recently developed blue GaN diodes. In 1963, Zhores 
Alferov, Rudolf Kazarinov, and Herbert Kroemer suggested a double heterostructure would 
be advantageous in a sense of non-equilibrium carrier collection in potential wells, enabling 
more efficient electron–hole recombination. In 1977, Nick Holonyak and co-workers at General 
Electric advanced fine epitaxial techniques for quantum well fabrication and developed the first 
quantum well laser. In 1962 he developed the first semiconductor LED. Alferov and Kroemer 
in 2000 became Nobel Prize winners for “developing semiconductor heterostructures used in 
high-speed- and optoelectronics.”

Herbert Kroemer Nick HolonyakZhores Alferov
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Figure 3.5  A sketch of the absorption spectrum in bulk (3D) and quantum well (2D) 
semiconductors (left panel) and the low temperature optical absorption spectra of GaAs films of 
different thicknesses between Al0.25Ga0.75As barriers (right panel). n denotes energy state numbers in 
the quantum well. Splitting of the absorption band comes from electron coupling to heavy and light 
holes. Experimental data are adapted from Göbel and Ploog (1990) with permission from Elsevier.

where wave number

	 k
L

n n, 1,2,3,...n
z

π
= = 	 (3.20)

takes discrete values determined by the well width, whereas kxy  takes continuous val-
ues and corresponds to infinite in-plane motion of an electron. Accordingly, the electron 
energy is the sum of the kinetic energy relevant to infinite motion E k m/ 2 *

xy
2 2

e=  and the 
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e  relevant to quantized states of an electron, i.e.,
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Recalling that density of states for electrons (and holes) in 2D space is energy-independent 
(Figure 3.1), one can expect as a first approximation that the absorption spectrum of a 
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semiconductor quantum well will evolve to a step-like dependence provided that the bulk 
parabolic band model (without e–h Coloumb interaction) features (ħω – Eg)

1/2 dependence. 
This simplified consideration for 3D and 2D semiconductors is shown in Figure 3.5(a).

However, as we saw in Section 2.6 (Figure 2.16), electron–hole Coulomb interaction 
gives rise to excitonic absorption band(s) at ħω < Eg and strong absorption enhancement 
for ħω > Eg. This effect is sketched in Figure 3.5(b). Note that for most semiconductors the 
exciton line is pronounced at low temperatures only.

Introducing Coulomb interaction in the 2D semiconductor model gives rise to a strong 
increase in exciton binding energy and in many cases exciton lines become well pronounced 
at room temperatures (Figure 3.5(c)). This is the important result of spatial confinement 
of excitons.

To understand what will happen with excitons in 2D spaces, one needs to reconsider the 
Schrödinger equation for relative motion of a Coulombically coupled electron and a hole:

	 r
e
r

E r
2

( ) ( )
2

eh

2
2

µ ε
− ∇ Ψ − = Ψ


	 (3.22)

for the cases of 2D and 1D space. Here, μeh is the electron–hole reduced mass and ε is the 
crystal dielectric permittivity.

A 2D Schrödinger equation for an electron and a hole with Coulomb interaction has 
solutions with the energy spectrum for excitonic s-states in the form (Ralph 1965)
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which means that
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Remarkably, the lowest energy state is now four times lower than in the 3D case, and the 
spacing between the first and the second levels appears to be even more than four times 
greater than for the 3D case. Enhanced interaction in 2D space results not only in greater 
binding energy, but also gives rise to a smaller exciton Bohr radius in 2D space, namely

	 a a*,d
B
2 1

2 B= 	 (3.25)

where aB is the 3D value expressed by Eq. (2.77). By and large, this property enormously 
enhances excitonic phenomena in two-dimensional space, bringing the liquid nitrogen 
temperature scale into the room-temperature range.

Experimental studies revealed reasonable agreement with the theoretical predictions 
(Figure 3.5, right panel; Figure 3.6). Nanometer-thick GaAs quantum wells epitaxially 
grown between wider-gap AlxGa1–xAs monocrystalline layers were extensively examined 
experimentally to test electron–hole confinement phenomena in quantum wells. It was 
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Figure 3.17  Dependence of the photon energy for the first optical transition versus quantum dot 
radius for the simple model of a spherical dot with infinite potential barriers for a number of 
common semiconductors.

transition contrary to continuous absorption inherent in bulk crystals (Figure 3.16(a)). In 
the ultimate limit, nanocrystals reduce to clusters with a magic-size arrangement of atoms. 
However, in the intermediate size range, when the crystal lattice is present but the number 
of atomic shells and/or lattice period takes discrete values, an ensemble of nanocrystals 
with different sizes show a discrete set of absorption bands (Figure 3.16(b)).

Figure 3.16 gives an idea of how far downsizing of semiconductor nanocrystals can shift 
their absorption edge in terms of the first absorption peak. Apparently, the quantum confine-
ment effect on absorption is more pronounced for narrow-band semiconductors. This is the 
consequence of smaller electron effective mass and higher dielectric permittivity inherent in 
narrow-band crystals (not only II–VI but also other types). See Table 2.3 for numerical data. 
Notably, for crystals like CdTe and CdSe, the whole visible range can be run through. The 
same takes place for other narrow-band semiconductors like GaAs, InSb, PbS, and PbSe.

Since the quantum confinement effect expressed by Eq. (3.40) and Figure 3.17 is depend-
ent on electron–hole reduced mass and material dielectric permittivity, it correlates with the 
properties of excitons in the parent bulk crystals. Recalling Table 2.3 and Figure 2.15, one 
can see that exciton binding energy typically rises for wider-gap materials, whereas exciton 
Bohr radius falls accordingly. This allows for rigorous and elegant mathematical expression 
of Eq. (3.40) in terms of dimensionless energy E/Ry* and dimensionless radius a/a

B*,

	 E E Ry
a
a

a
a

( ) / *
*

1.786
*
.1s1s g
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2
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





 − 	 (3.42)
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Figure 3.18 summarizes results of size-dependent absorption blue shift for semicon-
ductor nanocrystals in terms of dimensionless material-independent energy and length 
scales. The simple analytical solution is seen to reasonably coincide with the exact solution 
of the Schrödinger equation for an electron and a hole in a spherical box with infinite 
barrier (blue line). This solution gives continuous high-energy shift of the first absorption 
maximum denoted as Eg * with descending box radius. There is no need to introduce weak 
and strong confinement limits. Note that Eq. (3.42) reasonably agrees with the accurate 
solution and this agreement can be made even better if  a (–1) term is added to start with 
Eg – Ry* instead of Eg. Data for the finite barrier (red line) show overall lowering of energy 
in accordance with the general properties of a quantum particle in a box (see Figure 2.3).

Experimental studies of size-dependent optical absorption spectra for colloidal semi-
conductor quantum dots reveal that the simple particle-in-a-infinite-box model does pre-
dict the right trend in the size dependence of the energy for the first absorption band. 
Figure 3.19 shows a representative example. However, for smaller size the energy shift 
predicted by the simple model gives bigger values than the experimentally observed ones. 
The better agreement of particle-in-a-box theory with the experiment can be obtained 
when the finite potential barrier, nonparabolicity of the c-band, and complex structure 
of the v-band are involved. All these factors result in lower energy shift for smaller sizes, 
providing reasonable agreement down to 2 nm radii. The finite potential barrier effect is 
clear from Figure 2.3 and from calculations presented in Figure 3.18. Nonparabolicity of 

Figure 3.18  The results of the simple particle-in-a-box model presented in material-independent 
dimensionless energy and length scales. Position of the first absorption maximum E g* versus box 
radius a: Eq. (3.42) (black), its modification (dashes) and exact solutions of the two-particle 
Schrödinger equation for infinite (V = ∞) and finite (V = 80 Ry*) potential barrier by Thoai et al. 
(1990). Eg * stands for E1s1s energy.
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the c-band occurs since the electron has kinetic energy corresponding to a high k value, far 
from k = 0. Then nonparabolicity can be described as higher effective mass and, accord-
ingly, energy goes down. This effect occurs mainly for electrons since their effective mass 
is originally much smaller than hole mass and electrons depart from parabolicity in bigger 
boxes. Complex v-band structure gives rise to a multitude of optical transitions which are 
presented in Figure 3.20, where the experimentally measured absorption spectrum and 
calculated optical transitions for CdSe nanocrystals are shown.

When quantum dot size exceeds exciton Bohr radius, aB*, there are free and bound elec-
tron–hole pairs and optical properties of quantum dots only slightly deviate from those 

Figure 3.19  Size dependence of the first absorption band maximum for colloidal CdSe quantum 
dots (red dots, Norris and Bawendi 1996) and the simple particle-in-a-box theory (blue dashes).

Figure 3.20  Experimental absorption spectrum for CdSe nanocrystals in glass and identification 
of optical transitions. Courtesy of Al L. Efros.
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of a parent bulk crystal. The main effect is the blue shift of exciton peak(s), which is 
of the order of Ry* and therefore is much smaller than Eg. When size becomes noticea-
bly smaller than aB*, the hydrogenic coupling of electrons and holes is no longer possible 
since a box offers no space for electron and hole hydrogenic arrangement. However, elec-
tron–hole Coulomb interaction is present and, moreover, size-dependent attraction energy 

e a1.786 /2 ε  always exceeds the corresponding bulk value Ry e a* / ( * ).2
Bε=  Furthermore, 

if  only optical excitation is considered, in nanocrystals an electron and a hole are always 
created simultaneously. Therefore, the notation of exciton in a quantum dot has become 
common and instructive for an elementary electronic excitation in nanocrystals. It empha-
sizes the role of Coulomb interaction and pair-like creation and recombination of electrons 
and holes in quantum dots in the course of absorption and emission of light (Woggon and 
Gaponenko 1995).

Important properties of quantum dots are the discrete number of electron–hole pairs 
(excitons) and discrete number of trap states. Unlike bulk crystals and two- and one-
dimensional nanostructures, the notion of concentration with respect to electrons, holes, 
excitons, and defects (traps) cannot be applied to nanocrystals. A discrete number of e–h 
pairs gives rise to intensity-dependent optical properties. Roughly speaking, one e–h pair 
per dot gives rise to complete bleaching (absorption saturation) for a quantum dot ensem-
ble, and two e–h pairs per dot result in optical gain. A discrete number of traps results 
in statistical lack of trap states in every quantum dot ensemble. This property enables 
enhancing the luminescence efficiency of nanocrystalline luminophores.

Glasses provide durable absorption properties which enable optical filter and shutter 
(modulators) developments. However, glass technology does not allow for the surface and 
interface properties to be altered or controlled. Basically, only the mean size and to some 
extent the nanocrystal quality can be controlled by avoiding the so-called competitive 
growth stage for the sake of nucleation and normal growth processes (Gaponenko et al. 
1993). However, these growth regimes require a combination of low temperature and a long 
time in thermal treatment; crystallites with a mean size of the order of 5 nm need a few 
days of thermal processing at ~600 °C to grow properly. The temperature should carefully 
be kept constant, with accuracy better than 1% to get reproducible results. Furthermore, 
in most cases cooling down to room temperature after growth gives rise to strong com-
pressive strain since the thermal expansion (i.e., cooling compression) coefficient of glassy 
matrix exceeds that of the crystalline material. I–VII crystallites (like CuCl) are possibly 
the only case in which strain is not essential because of low melting temperature of those 
crystals.

3.5.5	 Luminescence of nanocrystals

Luminescent properties of nanocrystals define important fields of their potential appli-
cations from light converters for blue or UV LEDs to fully colloidal display optoelec-
tronic devices. Figure 3.21 shows typical examples of photoluminescence spectra for 
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small nanocrystals of II–VI compounds in glass and in solution. Along with the intrinsic 
emission peaking around 530 nm, an additional band presents that results from defect 
states, mainly surface trap states. In glasses, luminescence properties cannot be controlled; 
moreover, luminescence in glasses features pronounced degradation upon continuous illu-
mination because of the photoionization phenomenon. Therefore, semiconductor-doped 
glasses cannot be considered as light-emitting materials. Fortunately, colloidal chemistry 
offers fine surface and interface engineering techniques that are capable of minimizing the 
number of traps and taming photoionization. In this context, the concept of the core–
shell colloidal quantum dot structure coined by M. Bawendi and co-workers in 1997 was 
extremely helpful. In this structure, the core of the narrow-band semiconductor is covered 
by the shell of a wider-band semiconductor, the absolute levels of c- and v-bands ena-
bling an additional potential barrier both for electrons and for holes (Figure 3.22). These 
core–shell nanocrystals are called “type I” quantum dots and represent the main trend in 
colloidal quantum dot luminophores resulting in high quantum yield and superior photo-
stability. Alternatively, it is possible to develop core–shell structures in which an electron 
will have the potential well whereas a hole will not (Figure 3.22, right-hand panel). These 
so-called “type II” quantum dot structures represent the principal approach to efficient 
colloidal quantum dot lasers and will be considered in detail in Part II.

Modern colloidal nanotechnologies demonstrate a versatile approach to development 
of stable luminescent core–shell nanocrystals (Figure 3.23) with high quantum yield and 
the spectrum tunable from near-IR (PbS, PbSe) through the whole visible spectrum (CdTe, 
CdSe) to UV (ZnSe). Many of these are commercially available in the form of solutions. 
When embedded in polymers, these nanocrystals represent emerging technological plat-
forms for display devices.

Figure 3.21  Absorption and photoluminescence emission spectra for typical II–VI nanocrystals in 
the strong confinement regime in glass and in a solution.
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Figure 3.23  Variation of size enables 
wide-range tuning of photoluminescence 
emission spectra. Courtesy of N. Gaponik, 
TU Dresden.

Figure 3.22  (a) Energy diagram of band gaps versus vacuum of a number of II–VI compounds 
and (b) the two types of core–shell quantum dots.

Every nanocrystal ensemble has inhomogeneously broadened absorption and emission spec-
tra due to distribution of sizes, defect concentration, shape fluctuations, environmental inho-
mogeneities, and other features. Therefore, the most efficient way to examine the properties of 
a single nanocrystal smeared by inhomogeneous broadening is to use selective techniques. At 
the early stages of quantum dot studies, selective absorption saturation and spectrally selec-
tive photoluminescence excitation spectroscopy were applied. The relevant optical phenom-
ena are referred to as spectral hole burning and fluorescence line narrowing (see Gaponenko 
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1998 for details). Later, a single-molecule photoluminescence technique was introduced into 
quantum dot studies. In this technique, spectrally selective excitation is applied to a spatially 
selective area so that under certain conditions in diluted ensembles only one dot will exhibit 
luminescence within the probed portion of the sample surface (Figure 3.24).

Thus, fine spectrally selective, size-selective, and site-selective techniques unambiguously 
confirmed the original idea that quantum dots should feature sharp discrete optical tran-
sitions. Smearing of sharp resonances at room temperature comes from exciton–phonon 
interactions and inhomogeneous broadening, mainly due to size dispersion.

Figure 3.24  Single-dot photoluminescence emission spectrum (red) along with the ensemble-
averaged spectrum (blue) for colloidal CdSe nanocrystals at low temperature, and explanation 
for inhomogeneous broadening. Adapted from Empedocles et al. (1996); Copyright 1996 by the 
American Physical Society.
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Figure 3.25  InP nanocrystals on a GaInP 
substrate (atomic force microscope image). 
Reprinted from Carlsson et al. (1995), with 
permission from Elsevier.
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Epitaxial quantum dots (Figure 3.25) became the subject of extensive research in the 
mid-1990s when the principal size-dependent optical properties of quantum dots featured 
by nanocrystals in colloidal and glass environments was established. Therefore, studies of 
epitaxial dots had been from the very beginning targeted at practical applications, first in 
semiconductor injection lasers. Nowadays InAs quantum dots on GaAs substrate are used 
in commercial lasers for optical communications at a wavelength range around 1.3 μm. 
Recent progress in InGaN epitaxial dots promises development of blue lasers. Quantum 
dot lasers feature lower threshold current density and less pronounced undesirable temper-
ature effects as compared to quantum well lasers (Ledentsov 2011). Quantum dot lasers 
are considered in detail in Part II.

3.5.6	 Quantum dot solids

Semiconductor nanocrystals can be organized in close-packed periodic or in dense 
random solid-like structures. The first case is possible if  very narrow size distribution 
is reached. Then, a face-centered cubic lattice of  nanocrystals can be fabricated. These 
structures represent a type of  colloidal crystal which was first identified in science in 1957. 
In periodic structures, formation of  minibands and resonant tunneling of  electrons and 
holes over large distances is possible (see Figures 2.6 and 2.8), as well is the enhanced 
energy transfer phenomenon. In the context of  semiconductor low-dimensional struc-
tures, colloidal nanocrystalline crystals represent three-dimensional superlattices. These 
structures can be use in optoelectronic devices, including electroluminescent structures 
and photodetectors.

Several groups have reported on successful realization of periodic two- and even 
three-dimensional arrays of nanocrystals using the self-organization effect in strained 
heterostructures under the condition of submonolayer epitaxy. Two-dimensional self-or-
ganization within a layer is possible because strain beneath a given quantum dot and 
around it does not allow for development of another dot very close to the first one. Three-
dimensional arrangement is performed by means of multiple-layer growth. In this case, 
however, the typical size of nanocrystals is equal to or larger than 10 nm, the inter-dot 
spacing being of the order of 10 nm.

Random but dense arrangement of nanocrystals should give rise to delocalized electron 
and hole states, provided certain critical density is achieved (by analogy with Anderson 
transition in disordered solids). This behavior was observed for very small nanocrystals 
belonging to the so-called magic-size regime, and results in systematic evolution of an 
optical absorption spectrum from sharp peaks to band edge absorption which is inter-
preted as development of delocalized electron and/or hole states in a densely packed sub-
system of spherical quantum wells. Figure 3.26 presents experimental and computational 
data on this phenomenon.
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Figure 3.26  Modification of optical absorption spectra in a dense colloidal quantum dot 
ensemble. (a) Experimental optical absorption spectra for CdSe nanocrystals with 1.6 nm mean 
radius for diluted and condensed systems. Solvent concentration from top to bottom is 37%, 
8%, 3%, 1%, and 0%. (b) Calculated number of delocalized states versus volume fraction and 
dimensionless inter-dot spacing 2R/L for various dot radii in the model of randomly arranged 
3375 (=153) spherical potential wells. Figures adapted with permission from Artemyev et al. 
(1999), copyrighted by the American Physical Society, and Artemyev et al. (2001), copyrighted by 
John Wiley and Sons. © 2001 WILEY-VCH Verlag Berlin GmbH, Fed. Rep. of Germany.

Conclusion

•	 Spatial confinement results in a number of principal effects on electrons, holes, and exci-
tons in semiconductors.

•	 When confinement extension becomes comparable with de Broglie wavelength (of the 
order of 10 nm) for electrons and holes but remains considerably bigger than the lattice 
period (of the order of 1 nm), which is feasible in many crystalline materials, the lattice 
properties remain only slightly changed whereas electron, hole, and exciton properties 
change drastically since these quasiparticles find themselves in quantum boxes and in 
spaces with lower dimensionality.

•	 Absorption, emission spectra, recombination rates, relaxation times, and luminescence 
quantum yields in low-dimensional structures become size- and shape-dependent.
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•	 Very thin films (quantum wells) obey to a large extent properties of a two-dimensional 
space for electrons, holes, and excitons. Needle-like crystals (quantum wires) fea-
ture to a large extent properties of a one-dimensional space for the abovementioned 
quasiparticles.

•	 Properties of quantum wires and quantum wells in many cases can be satisfactorily 
understood when bulk-like equations are rewritten for lower dimensionality.

•	 Semiconductor nanocrystals (quantum dots) represent what are often termed “zero-
dimensional objects.” However, one must understand that neither property of a quantum 
dot can be obtained by simple scaling of 3D, 2D, or 1D equations to d = 0. Nanocrystals 
therefore represent a different case of low-dimensional structures in which ultimate 
space restriction can be understood only in terms of the finite number of e–h pairs, 
electron and hole traps, etc.

•	 Quantum wells, quantum wires, and quantum dots can be fabricated by epitaxial and 
colloidal techniques.

•	 Epitaxial quantum wells are already successfully used in commercial LEDs and lasers.

•	 Quantum wires are the subject of research and are fabricated mainly in labs rather than 
in factories.

•	 Quantum dots when epitaxially grown are used in commercial lasers. Colloidal quan-
tum dots have recently entered commercial display components in TV sets, tablets, 
and cell phones. Colloidal quantum dots, as well as the recently emerged colloidal 
quantum wires (nanorods), and colloidal quantum wells (nanoplatelets) promise 
breakthroughs in nano-optoelectronics based on cheap and versatile colloidal fabri-
cation techniques.

Problems

3.1	 Derive density of modes versus wave number for one- and two-dimensional space 
(Eq. (3.7)).

3.2	 Derive Eq. (3.18) to calculate the Fermi energy for metals and arrive at numerical 
values based on free electron concentration data (Table 3.1).

3.3	 Derive Eq. (3.42) based on Eq. (3.40) and formulas for exciton parameters.
3.4	 Calculate and plot the energy of the first optical transition versus radius for PbS and 

PbSe quantum dots, assuming infinite potential barriers.
3.5	 Suggest optical cutoff  filters for 300, 400, 500, 600, and 700 nm based on nanocrys-

tals in a dielectric matrix. A cutoff filter has transmission close to 1 for λ > λcrit and 
close to 0 for λ < λcrit.
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To calculate reflection coefficient, R I I/reflected incident=  and transmission coefficient, 
T I I/transmitted incident=  for intensity I E 2∝ , we shall first calculate reflection coefficient for 
field amplitude r B A/= , then take R = r2, and T = 1 – R. When finding A,B values we 
shall use conditions of continuous E(x) and dE(x)/dx at the interface, i.e., at x = 0. Then 
we arrive at
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Notably, in Eq. (4.27) reflection and transmission coefficients depend on the relative 
refraction index n n n/1 2= , but not on the absolute values of n n,1 2 . Using n notation, one 
can rewrite Eqs. (4.27) as

Figure 4.3  Transmission and reflection of electromagnetic waves at the border of two dielectric 
materials with different refractive indices, n1 and n2. (a) incident, transmitted, and reflected waves; 
(b) amplitudes of waves in two media; (c) transmission and reflection coefficients versus relative 
refractive index n = n1/n2 or n = n2/n1 along with the formulas. Propagation properties are the same 
when waves move from right to left or from left to right, which is also seen in symmetry of T and R 
plots with respect to lg n in (c) and T and R formulas with respect to changes n2 ↔ n1.
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Reflection coefficients for interfaces of dielectric materials with air in the near-IR, vis-
ible, and near-UV range (from a few micrometers to approximately 300 nm) range from 
a few percent (e.g., silica) to 40–50% (e.g., Ge, Si, GaAs). Table 4.2 gives reflection coeffi-
cient values for silicon and gallium nitride interfaces with air in the near-IR and the visible 
spectra.

Table 4.2  Reflection coefficient for different wavelengths for Si–air and GaN–air 
interfaces at normal incidence

Wavelength, λ (nm)
Photon energy,  
ħω (eV)

Refractive index,  
n

Reflection coefficient 
R = (n – 1)2/(n + 1)2

Si–air

400 3.10 4.95 0.43

500 2.48 4.35 0.39

600 2.06 3.9 0.35

700 1.77 3.8 0.34

800 1.55 3.75 0.33

900 1.38 3.65 0.32

1000 1.24 3.60 0.32

GaN–air

380 3.26 2.7 0.21

400 3.10 2.6 0.20

500 2.48 2.5 0.18

600 2.06 2.4 0.17

700 1.77 2.37 0.165

800 1.55 2.35 0.16

1000 1.24 2.32 0.16
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4.1.4	� Oblique incidence: Snell's law, total reflection phenomenon, Fresnel formulas, 
and the Brewster angle

In the case of oblique incidence, the problem of electromagnetic wave transformation at 
the interface of two dielectrics becomes three-dimensional. Its thorough analysis is based 
on Maxwell equations that account for boundary conditions for electric and magnetic 
fields at the interface. The conditions are: (1) tangential components of E and H are equal 
in both dielectrics and (2) normal components of D and B are equal in both dielectrics. 
The relations between angle of incidence, α, angle of reflection, and angle of refraction, 
β, obey the following laws:

1	 Incident, reflected, refracted (transmitted) light beams and the normal to the interface all lie 
within the plane of incidence formed by the incident beam and the normal to the interface.

2	 Angle of reflection equals angle of incidence.

3	 Angle of refraction, β, is related to the α angle via phase velocities υ1, υ2 of light in media 
and hence via wavelengths λ1, λ2 and their refractive indices, n1, n2 (Snell’s law), namely
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When an electromagnetic wave travels from a medium with high n to a medium with 
lower n (shown in Figure 4.4), the critical angle αcrit exists when β = 90°. It reads
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When the angle of incidence exceeds the critical value αcrit, total reflection occurs since 
no transmitted light enters the medium with lower n (Figure 4.4(c)). For larger n1/n2 ratio, 
total reflection develops more readily, i.e., it starts at a smaller angle of incidence α. For 
materials interfacing with air, the critical angle value versus the material refractive index is 

(c)

n1

(b)

n2 < n1

β
β

αcrit α > αcritα > αcritαcritαα

(a)

Figure 4.4  Reflection and refraction of 
light propagating from a medium with 
higher refractive index n1 to a medium 
with lower refractive index n2 < n1 in 
cases of (a) α < αcrit, (b) α = αcrit, and  
(c) α > αcrit .
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4.1  Light at the interface of two dielectrics 101

plotted in Figure 4.5. One can see that for GaAs and Si total reflection develops at an angle 
of incidence below 20°, and for GaN total reflection starts at about 25°. This phenomenon 
becomes a serious obstacle in light extraction from semiconductor devices. At the same 
time, total reflection is the basic principle of optical fiber waveguides used routinely in 
optical communication networks.

For oblique incidence at the interface of two media, polarization of the electromagnetic 
wave becomes important. Electromagnetic waves are transverse waves, i.e., the direction of the 
E vector oscillation and H vector oscillation are both perpendicular to the beam direction. 
Note that E and H vectors are orthogonal to each other, and the three vectors E, H, and that 
defining propagation direction, form the right-hand set of vectors, i.e., propagation direction 
obeys the direction of a right-hand screw when rotation is imagined from E to H. When the 
electric field oscillates in a certain plane, light is referred to as linearly polarized. When the 
electric field plane of oscillation rotates, it is called circularly polarized. Natural light is viewed 
as a combination of linearly polarized electromagnetic waves with randomly oriented E 
planes. The transverse nature of electromagnetic waves gives rise to the two principal cases of 
light reflection and refraction for linearly polarized beams, which are presented in Figure 4.6.

The first case corresponds to the E vector oscillating in the plane of incidence. This 
case is referred to as p-polarized light (“p” comes from “parallel”), or E

||-polarization to 
emphasize that the electric field oscillates in the plane of incidence. This case is also some-
times referred to as TM-polarization (from “transverse magnetic”) to emphasize that the 
H vector in this case is transverse with respect to the plane of incidence.

The second case corresponds to the H vector oscillating in the plane of incidence, 
whereas the E vector oscillates in the plane orthogonal to it. This case is referred to as 
s-polarized light (“s” comes from the German senkrecht, meaning perpendicular), or  
E⊥-polarization and TE-polarization (from “transverse electric”) to emphasize that elec-
tric field oscillations are transverse with respect to the plane of incidence.

Figure 4.5  Critical angle for 
total reflection for various 
materials bordering air, 
calculated with Eq. (4.30).
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At oblique incidence, intensity reflection coefficient, R, and intensity transmission coeffi-
cient, T = 1 – R, both become angle-dependent, with the angular dependencies differing for 
different polarizations. These values are defined by the Fresnel formulas that read as follows:

	
α β
α β

α β
α β α β

= −
+ + −
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where s and p subscripts correspond to the values for s- and p-polarized waves, α is the 
angle of incidence, and β is the refraction angle to be found from Eq. (4.29); i.e.:

	
n
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arcsin sin .1
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β α= 



 	 (4.33)

The representative calculated angle-dependent reflection data for sapphire–air and 
GaN–air interfaces are plotted in Figure 4.7. Sapphire and GaN monocrystals are used in 
light-emitting diodes (LEDs). Note the difference for s- and p-polarizations. For s-polar-
ization, reflection monotonically grows from the minimal value corresponding to normal 
incidence to 1 in the limit of α tending either to 90° (when radiation propagates from air 
to the material in question) or to αcrit, defining the total reflection onset when radiation 
propagates from the material into air. For p-polarization, angular dependence of reflection 
coefficient is essentially non-monotonic. First, reflection goes down and equals 0 at the 
angle at which / 2α β π+ =  holds. Mathematically zero reflection results from an infinite 
denominator in the left-hand expression of Eq. (4.31). Physically zero reflection is the 
direct consequence of the transverse nature of electromagnetic waves. Since the reflection 
angle equals the incidence angle, the expected reflected beam appears to be orthogonal to 
the transmitted one, and therefore E vector oscillations have to coincide with the reflected 

Figure 4.6  The two principal orientations of the E vector for oblique incidence at an interface of two 
dielectrics. The left-hand case (p-polarization, or TM- or E||-polarization) corresponds to the E vector 
lying in the plane of incidence. The right-hand case represents the E vector that is normal to the plane 
of incidence, whereas the H vector is parallel to it (s-polarization, or TE- or E⊥-polarization).
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4.1  Light at the interface of two dielectrics 103

beam propagation. The latter is impossible for transverse waves. The phenomenon of zero 
p-component in reflected light is called the Brewster law and the angle αBrewster meeting the 
condition / 2Brewsterα β π+ =  is termed the Brewster angle. Snell’s law (Eq. (4.29)) together 
with the / 2Brewsterα β π+ =  condition gives rise to the expression

	
n
n

arctg .Brewster
2

1

α = 



 	 (4.34)

The Brewster law is widely used to convert natural light into linearly polarized light.
For angle of incidence Brewsterα α> , reflectivity rises up and reaches 1 in the limit of 

/ 2 (90 )α π= °  in the case n n2 1> , or critα α=  in the case n n2 1<  (right-hand panels in 
Figure 4.7).

Figure 4.7  Angle-dependent reflection for linearly polarized electromagnetic radiation in the case of 
sapphire–air and GaN–air interfaces. The left-hand panels correspond to propagation of waves from air to 
sapphire (GaN) and right-hand panels correspond to propagation of waves from sapphire (GaN) into air.
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Natural light is viewed as electromagnetic radiation of random linear polarization, i.e., 
the E vector oscillates in all possible directions within the plane normal to the propagation 
direction. Then the reflection coefficient for intensity can be calculated as

	 R R R
1
2
( ).s pnatural = + 	 (4.35)

4.2	 LIGHT IN A PERIODIC MEDIUM

The simplest case of a medium with periodic alteration of refractive index n(x) along the 
propagation direction of the electromagnetic wave, both for theoretical consideration and 
for experimental implementation, is a two-component multilayer stack with infinite num-
ber of layers. A portion of such a structure is shown in Figure 4.8. The problem to be solved 
is the Helmholtz equation (Eq. (4.21)) with a periodic n(x) term. This problem represents 
nothing but an optical analog to the known Kronig–Penney model in solid-state physics, 
which is described in numerous textbooks with respect to an electron in a periodic rec-
tangular potential. Though for an electron in a periodic potential coming from Coulomb 
interaction, the rectangular potential profile represents the simplest approximation only, 
in optics this “potential” in terms of refractive index periodicity explicitly corresponds to 
multilayered structures that can be grown as monocrystals by epitaxial techniques or fab-
ricated as polycrystalline films by cheap vacuum deposition or sol-gel techniques.

Taking into account mathematical isomorphism of Eq. (4.21) and its electron counter-
part, the Schrödinger equation (see Section 2.4, Eq. (2.55)), we can summarize the general 
properties of electromagnetic waves in a periodic medium.

(1) Electric field E(x) is described by Bloch waves with the amplitude modulated by 
period a,

	 E x E x e( ) ( ) ,k
ikx= 	 (4.36)

Figure 4.8  A portion of the multilayer periodic 
structure consisting of two materials with 
different refractive indices.
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where k is the Bloch wave number and E x E x a( ) ( )k k= + . Subscript k in Ek(x) means this 
function depends on k.

(2) The dispersion curve ω(k) breaks into portions (Figure 4.9) featuring discontinuities 
at every wave number,

	 k N
a

N, 1,2,3,...N

π
= = 	 (4.37)

For every kN meeting this condition, the half-wavelength equals the integer number of the 
period, Na. The physical reason for discontinuity is formation of standing waves. Then 
group velocity expressed by υ ω= d d k/g  equals zero, which means the tangent lines at 
these points should be parallel to the k axis. There is no solution of the Helmholtz equa-
tion in the form of plane waves within the frequency gaps corresponding to the breaks. 
Only an evanescent electromagnetic field exists in these gaps. For this reason, the wave 
coming from outside reflects back. These gaps are the correct classical electromagnetic 
analogs to band gaps for electrons in crystalline solids. In the gaps, only tunneling of  elec-
tromagnetic waves is possible. In optics, these gaps are referred to as reflection bands, stop 
bands, or photonic band gaps.

(3) Similar to the case of electrons, the states differing in wave number by the value 
k k NN a

2= ± π  are equivalent. This is a direct consequence of the translational symmetry 
of space in the problem under consideration. This property leads to the notion of Brillouin 
zones, i.e., intervals in the k axis with width 2π/a. All branches in the dispersion curve can 
be shifted by the integer number of 2π/a to fall into the single Brillouin zone. Usually the 
interval of k from –2π/a to +2π/a is used as is shown in Figure 4.9(b).
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Photon momentum p = h k

Figure 4.9  Dispersion law for electromagnetic waves in a periodic medium with refractive index 
profile independent of frequency. The straight line inherent in a homogeneous medium breaks into 
an infinite number of branches because of the standing waves at every k = Nπ/a. These branches 
allow propagation of waves, whereas in the gaps between branches only an evanescent field occurs.
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In Section 2.5 (Figure 2.14) we have seen that reduced presentation of all energy states 
within a single Brillouin zone and the relevant quasi-momentum conservation law opens 
a realm of nearly vertical electron transitions between bands which are impossible for a 
continuous space. In optics, reduced presentation for waves in a periodic medium does not 
result in such dramatic consequences – it simply helps to overview all possible waves in a 
periodic medium in a convenient and instructive form.

Notably, the original straight dispersion law does not deviate in a periodic medium for 
small k (Figure 4.9). This is because smaller wave numbers correspond to larger wave-
lengths, thus periodicity of the medium is “seen” by long waves as a minor deviation from 
the continuous medium and can be expressed in terms of the effective medium whose 
effective refractive index falls between refractive indices of constituting materials.

To get closer to its electronic counterpart E(p), both axes in Figure 4.9(b) can be multi-
plied by ħ to arrive at photon energy E = ħω versus photon momentum p = ħk (shown in 
green). Then one can speak about photon band gaps and photon band structure. However, 
it is instructive to always keep in mind that the results presented in Figure 4.9 do not imply 
photons but are essentially derived from the classical electrodynamics based on Maxwell 
equations reduced to the Helmholtz one.

There is one practically important particular case of multilayer periodic structures appre-
ciated by optical designers. This is alternating layers of two materials with different refrac-
tive indices n

1, n2 and thicknesses d1, d2, but with the same optical length nd of every layer, i.e.,

	 n d n d nd.1 1 2 2= ≡ 	 (4.38)

In this case the central (midgap) frequency 0ω  in the reflection band is determined from 
the so-called quarter-wave condition,

	 nd/ 40λ = 	 (4.39)

and reads

	 c c nd2 / / 2 .0 0ω π λ π= = 	 (4.40)

Such structures are referred to as quarter-wave periodic stacks. For quarter-wave peri-
odic structures, the transmission spectrum is the periodic function of frequency with the 
period 2 0ω . Moreover, for finite periodic quarter-wave structures, the analytical expression 
for optical transmission coefficient TQW(ω) has been derived by Bendikson et al. (1996):
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where / 0�ω ω ω=  is the midgap-normalized dimensionless frequency, N is the number of 
periods, and R12  is the reflection coefficient at the n n1 2↔  refractive step (see Eq. (4.28)).

One-dimensional finite-length periodic structures offer a very instructive way to under-
stand band gap formation for wave propagation in a periodic medium. Representative spectra 
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for different n n/1 2  values and different numbers of periods N are given in Figures 4.10 and 
4.11. The first three periods in the transmission spectrum are shown in the left-hand panel 
of Figure 4.10, whereas all other graphs show only one period in the transmission spectra. 
The frequency scale is normalized with respect to 0ω . Within every period on the frequency 
scale, the transmission spectrum of a quarter-wave structure is symmetrical with respect to 
points ,3 ,50 0 0ω ω ω , etc. Spectral symmetry can be written in a general form as

	 T N T N2 , 1,2,3,...0ω ω ω( ) ( )+ = = 	 (4.42)

Figure 4.10  Transmission spectra for 20-period quarter-wave structures differing in n2 values; n1 = 1. Stop 
bands with zero transmission correspond to reflection coefficient R = 1 (highlighted gray). The gaps shrink 
for smaller n2/n1 in accordance with Eq. (4.43).

Figure 4.11  Transmission spectrum of a periodic stack consisting of N periods of materials with refractive 
indices n1 = 1 and n2 = 3. Note that the number of transmission peaks in the transmission bands rises in 
proportion with N. The gap width remains the same for all structures since the n1/n2 value is the same.
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The relative width of the reflection band for a quarter-wave periodic structure reads (Yariv 
and Yeh 1984):

	
n n
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i.e., it is unambiguously defined by the n1/n2 value.
Eq. (4.41) is helpful for calculation of the spectral position of reflection and trans-

mission bands, the number of transmission bands, and their profiles. However, it fails to 
describe accurately the buildup of reflection band(s) in the case of a few layers. In this 
case, numerical calculations should be performed (see, e.g., Gaponenko (2010) for details).

When an electromagnetic wave with frequency corresponding to the band gap enters a 
periodic medium, intensity falls rapidly over a distance of a few periods. Therefore, trans-
mission rapidly drops to near-zero values as the number of periods grows. However, in 
a thin slab, finite transmission occurs – e.g., for thickness equal to a few micrometers in 
Figure 4.12. This property resembles tunneling in quantum mechanics (see Chapter 2) and 
actually represents the common property of waves to maintain a finite amplitude of oscil-
lations in the case of finite height of potential steps.

Multilayer periodic dielectric mirrors have been extensively used in optical engineer-
ing for many decades. Every commercial laser has a resonator formed by two mirrors; 
typically, multilayer dielectric mirrors are preferable to metallic ones since metallic mir-
rors have lower reflectivity and non-desirable absorptive losses resulting not only in higher 
threshold energy but also in poor durability because of heating. At least four different 
techniques can be outlined for fabrication of periodic structures as mirrors.

Figure 4.12  The spatial intensity 
profile in a finite periodic 
multilayer structure for the 
frequency value in the center of 
the band gap ω0. The gray line 
shows the stepwise refractive 
index profile. Courtesy of S. 
Zhukovsky.
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1	 Polycrystalline films by vacuum deposition (Figure 4.13). In bulky solid-state or gas lasers, 
from laser pointers to laser scribers or cutting machines, polycrystalline structures are fab-
ricated by means of vacuum deposition using magnetron sputtering or ion beam-assisted 
deposition. Typical materials for the visible and near-IR are MgF2, SiO2, and sometimes 
Na3AlF6 as low-n components, and TiO2, ZnS, and Nb2O5 as high-n counterparts. With 
these materials, reflection of greater than 95% can be obtained with just a few periods. 
Figure 4.13 presents the example of a commercial multilayer dielectric mirror, namely quar-
ter-wave SiO2/TiO2 layers on a glass substrate. One can see that the reflection spectrum 
remarkably correlates with the theory. However, there are a few deviations that can be eas-
ily accounted for through numerical calculations. First, there is a certain dependence of 
refractive indices of constituent materials on wavelength and therefore the reflection (and 
transmission) spectra are not ideally symmetric with respect to the center of the stop band. 
Second, the contribution from glass substrate reflections gives rise to final reflectance out-
side the main reflection band and therefore transmission does not reach 1 and reflection 
does not fall to 0 in the transmission bands.

2	 Epitaxial growth offers a possibility to develop monocrystalline mirrors integrated with 
an active medium and contacts. In semiconductor microchip lasers, vertical cavity sur-
face-emitting lasers (VCSELs) are now common. In these lasers, bottom and top multilayer 
mirrors are made through an epitaxial process together with the intermediate active layer 
(often semiconductor quantum well). In this case, lattice-matching conditions may restrict 
the available materials, and because of the low refractive indices ratio the number of peri-
ods should exceed 20 to get reflectance close to 100%. Mirrors are often located within the 

Figure 4.13  A commercial multilayer mirror developed by means of vacuum deposition of 
polycrystalline films on a glass substrate: (a) cross-section image by means of electron microscopy, (b) 
reflection spectrum. The photo image is reprinted from Voitovich (2006), with permission of Springer.
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current flow area and then the additional condition to be met by constituting materials is 
the proper conductivity.

3	 Templated etching enables development of vertical semiconductor layers separated by air 
spacers (Figure 4.14(a)). This technique gives very high refractive indices ratios (e.g., for Si 
n = 3.4), which is otherwise impossible. Furthermore, air spacers can be impregnated with 
another material, e.g., liquid crystals whose refraction can be electrically driven. The tricky 
issue in this approach is deep anisotropic etching, since usually only a thin layer near the 
surface resembles the template image well (Baldycheva et al. 2011).

4	 Electrochemical etching with alternating porosity (Figure 4.14(b)). Electrochemical etch-
ing of silicon (and many other semiconductors) can result in nanoporous materials whose 
porosity will be the function of etching conditions such as concentration of etchant, 
temperature, and current, whereas etching depth will be proportional to processing time. 
Modulation of current in time changes porosity accordingly. This ingenious approach 
was proposed by Pellegrini et al. (1995) for making periodic structures and microcav-
ities. Modulation of porosity will give modulation of the refractive index, n ε= ,  
between silicon and air values. If  a medium whose dielectric permittivity is ε contains inclu-
sions of another material whose dielectric permittivity is ε1 and its volume-filling factor is 

f0 1< < , then provided the size of inhomogeneities is much smaller than the wavelength, 
the effective medium approach can be used and dielectric permittivity εmix can be ascribed 
to the composite mixture. It can be calculated using the Bruggeman formula (Bruggeman 
1935):
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Refractive index of the composite medium is always an intermediate value with respect to 
the constituent materials.

(b)(a)

Figure 4.14  Silicon periodic structures fabricated by two techniques: (a) vertical anisotropic 
etching using a lithographic template on the top; (b) electrochemical etching using modulation of 
current in time to get alternating porosity. Courtesy of A. Baldycheva (a) and L. Pavesi (b).
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Recently, the notation of distributed Bragg reflector (DBR) or Bragg mirror was coined 
for multilayer dielectric mirrors. It became popular and commonly used. The notation 
recalls the pioneering work of W. H. Bragg and W. L. Bragg in 1913 on observation of 
x-ray diffraction on a three-dimensional crystal lattice. For the sake of historical truth, it is 
noteworthy that these are multiple scattering and interference rather than diffraction that 
define the reflectance of multilayer structures in optics. Lord Rayleigh was the pioneer of 
this design; in 1887 he predicted development of the reflection band for electromagnetic 
waves in a medium with periodic alteration on the refractive index along wave propagation 
(Strutt 1887).

4.3	 PHOTONIC CRYSTALS

4.3.1	 The conception

Photonic crystals are composite structures whose refractive indices feature periodicity in 
two or three dimensions. This elegant conception was elaborated upon in the 1980s. It can 
be considered as an extension of the known multilayer periodic stacks to the higher dimen-
sions. From the other side, this conception is the excellent transfer of the electron theory 
of solids to the electromagnetic phenomena based on the similarities of the Helmholtz 
equation in electromagnetic theory and the Schrödinger time-independent equation in 
quantum mechanics. For the optical range, from near-UV to near-IR, components of pho-
tonic crystals should be of the order of 100 nm. Figure 4.15 sketches periodic structures 
in various dimensions. Within the photonic crystals paradigm, multilayer stacks are often 
referred to as 1D photonic crystals.

The term photonic crystal should not be used to mean a crystal for photons, but should 
rather be considered to mean a periodic structure for electromagnetic waves. Very often 
the term photonic crystal is used as a quick reference or just a label, whereas the correct 
physical notion is expressed as electromagnetic crystal structures.

Figure 4.15  A sketch of 1D, 2D, and 3D periodic structures referred to as photonic crystals. 
Different colors correspond to the two different materials with differing refractive indices.
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The basic properties of photonic crystals are different conditions for propagation of 
different modes, i.e., type of electromagnetic waves featuring a certain frequency, direction, 
and polarization. The basic reason for the special properties of photonic crystals is the 
scattering of waves at the refractive index inhomogeneities and subsequent interference of 
scattered waves. The theory of ideal infinite photonic crystals resembles to a large extent the 
electron theory of crystalline solids. The difference is that contrary to Coulomb potential 
wells inherent for an electron in solids, in photonic crystal theory the refractive index pro-
file should be defined by the photonic crystal topology and constituent materials. Notably, 
in the case of the optical range, development of omnidirectional photonic band gaps (i.e., 
gaps in the frequency or wavelength domains at which electromagnetic waves cannot prop-
agate) becomes a challenge. This is because the existing materials severely restrict the range 
of refractive index variation (see Table 4.1). This restriction is further aggravated by the 
requirements for technological feasibility and material transparency – e.g., highly refrac-
tive materials like Si, GaAs, CdTe are not transparent in the visible spectrum.

4.3.2	 Theoretical modeling of photonic band structures

The theory is based on numerical solution of the Helmholtz equation (Eq. (4.19)) for 
periodic n(r) function. The computational details are beyond the scope of this textbook 
and can be found in the specialist books by Joannopoulos et al. (2011) and Sakoda (2004). 
Nowadays, computational software packages are available.

Analysis of electromagnetic wave properties is presented in the form of a frequency versus 
wave number diagram ω (k), similar to the electron band structure in solids, where energy 
versus wave number is calculated. Recall the notion of the Brillouin zone (see Figure 4.9 and 
comments on it). Owing to periodicity of the space under consideration, all modes can be pre-
sented within the first Brillouin zone, but it is important to remember that the Brillouin zone 
is a portion of k-space whose dimensionality equals dimensionality of the relevant geometri-
cal space. That is, for a 1D periodic structure it is just an interval on the k axis, whereas for a 
2D periodic space it extents to a polygon, and in a 3D periodic space it becomes a polyhedron.

Consider a few selected examples of model two-dimensional structures. Figure 4.16 pre-
sents the band structure for a two-dimensional triangular lattice of air holes in a dielectric 
with a relatively large dielectric permittivity, ε = 12, relevant to silicon and also close to 
GaAs, InAs, and GaP. This is a very favorable combination of media to obtain pronounced 
modification of electromagnetic wave properties since the refractive indices ratio is quite 
big. The results are presented in terms of dimensionless frequency ω a/2πc ≡ a/λ

0, where λ0 
is the light wavelength in a vacuum. Presentation of the band structure in terms of dimen-
sionless frequency offers direct translation of results along the electromagnetic wave scale.

Light propagates in the plane normal to the holes (x–y plane). In this case, all Bloch 
modes can be separated into two sub-groups: the Bloch modes for which the electric field is 
parallel to the hole axis (referred to as E-polarized modes); and the Bloch modes for which 
the magnetic field is parallel to the hole axis (H-polarized modes). In terms of traditional 
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transverse electric and transverse magnetic notations, H-polarized light corresponds to the 
transverse electric mode and E-polarized light corresponds to the transverse magnetic mode.

The band structure diagrams in Figure 4.16 for a 2D lattice represent the dispersion law 
ω (k) for the first Brillouin zone, as in the case of a one-dimensional periodic structure. 
However, two-dimensional space needs three-dimensional multivalued functions ω (kx ,ky) 
to be plotted, which is rather cumbersome. Therefore, the following presentation style is 
generally adopted for 2D periodic structures. The origin of the coordinate system ω,k 
corresponds to ω = 0, k = 0 and is indicated as the Γ-point in the Brillouin zone. Then the 
ω (k) function is presented, with k varying along the Γ→ M direction.

Note that the two ω (k) branches for every polarization with the lowest frequency 
resemble to a large extent the 1D diagram in Figure 4.9(b). These portions of  the dis-
persion curves are plotted with thicker lines. Note that at the very beginning, for low 
frequency and wave number, the dispersion curve is nearly linear as it was in the 1D case. 
This means that propagation of  light can be interpreted in terms of  an effective medium 
with constant refractive index. This is the familiar case of  the longwave approximation 
of  complex media in optics in which the wavelength is much larger than inhomogeneity 
sizes.

Afterwards, the k vector changes in value and direction between the M and K points at 
the edge of the first Brillouin zone. According to the theory, there is no need to examine 
the situation for k beyond the ΓMK triangle in k-space. Every type of lattice possesses its 
specific portion of Brillouin zone which gives full data on the band structure. This is an 
important property of waves in periodic spaces. The omnidirectional forbidden gap on the 
frequency axis in Figure 4.16 (b) means absence of ω (k) points within a finite range of fre-
quencies. It is shown in the panel Figure 4.16(b) as a shadowed area. Note, in Figure 4.16 

Figure 4.16  Photonic band structure for (a) E-polarized and (b) H-polarized light in a 2D 
photonic crystal created by a triangular lattice of air holes (ε1 = 1) with the radius r0 = 0.3a 
(where a is the lattice period) in a dielectric material with the permittivity ε2 = 12. The top-right 
inset shows a cross-sectional view of the 2D photonic crystal cell. The bottom-right inset shows 
the first Brillouin zone, with the irreducible zone shaded. Adapted from Busch et al. (2007), with 
permission of Elsevier.
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an omnidirectional (2D) band gap develops for H-polarized light only. It was shown that 
the triangular lattice of holes features an omnidirectional band gap for both polarizations 
only for 0.4 < r/a < 0.5 (note, the upper limit corresponds to touching holes).

Formation of complete omnidirectional gaps for both types of modes in two dimen-
sions is actually feasible with highly refractive materials, depending on the crystal geome-
try, shape of an individual scatterer, and volume-filling factor of the scatterers. Table 4.3 
presents the widths of complete band gaps in the dimensionless units Δω /ω evaluated for 
GaAs (ε = 12.96) rods in air (Figure 4.17), along with the surface filling factor f (the por-
tion of the square filled with rods). Notably, triangular lattices were found to offer wider 
gaps as compared with rectangular and honeycomb ones.

Analysis of various topologies for 3D lattices has revealed the following features of band 
gap formation. For the same lattice structure (simple cubic, face-centered cubic, and BCC 
lattices were examined), the structures comprising small volume fraction (f = 0.2 … 0.3) 
of a dielectric in air appear to be more advantageous. Among a variety of cubic lattices, 
the diamond structure, a kind of face-centered cubic lattice, features a wider-band gap. 
For the diamond lattice consisting of close-packed dielectric spherical particles, the band 
gap was found to open for all directions when refractive index contrast is n n/ 2diel air > .  

Table 4.3  Parameters of the selected 2D photonic crystals consisting of the rods 
with ε = 12.96 in air

Notation in 
Figure 4.17 Lattice type Scatterer type

Band gap 
/ωω ωω∆∆ Surface filling factor f

a Rectangular Rectangular 0.15 0.67

b Rectangular Circular 0.04 0.71

c Rectangular Hexagonal 0.025 0.71

d Triangular Rectangular 0.09 0.68

e Triangular Circular 0.2 0.85

f Triangular Hexagonal 0.23 0.70

g Honeycomb Rectangular 0.06 0.43

h Honeycomb Circular 0.11 0.2

i Honeycomb Hexagonal 0.11 0.2

Source: after Wang et al. (2001).
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Figure 4.17  Model 2D lattices of rods examined by Wang et al. (2001): (a–c) rectangular; (d–f) 
triangular; (g–i) honeycomb.

Figure 4.18  Photonic band diagrams of a Si–air holes-based diamond lattice photonic crystal. 
Reprinted from Chen and Bahl (2015), with the permission of OSA Publishing.

An example of the calculated band structure for the diamond-like lattice exhibiting an 
omnidirectional band gap is shown in Figure 4.18 for the silicon–air structures. The 
dimensionless frequency a c a/ 2 /ω π λ≡  is used here, with λ being the wavelength value 
in a vacuum. Note that as in the case of 1D and 2D periodic structures, for low frequencies 
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near the Γ-point (long wavelengths) the dispersion law is nearly linear, i.e., the effective 
medium approach can be applied to describe propagation of electromagnetic waves in 
periodic structures. Remarkably, it works till a/ 3λ >  holds.

4.3.3	 Experimental performance of 2D and 3D photonic crystals

Two-dimensional periodic structures can be developed by means of semiconductor ani-
sotropic etching with a lithographically defined template on the surface. This is the most 
reliable and affordable approach, which is actually close to planar nanoelectronics com-
ponents fabrication with the principal difference that etching depth should be bigger than 
the structure period. Many groups have demonstrated successful fabrication of Si 2D pho-
tonic crystals (Figure 4.19(a)). The high refractive index of silicon is beneficial for band 
gap formation, though its small band gap does not allow operation in the visible spectrum. 
Wide-band semiconductors and dielectrics should be used for the visible spectrum. Among 
them, electrochemically developed alumina has attracted strong attention. Alumina can be 
developed by means of anodization of aluminum. Remarkably, under certain anodization 
conditions aluminum etching gives rise to alumina arranged in regular pores whose diam-
eter and spacing can be controlled to a certain extent by electrolyte concentration and 
temperature (Figure 4.19(b)).

Figure 4.19  Two-dimensional photonic crystals fabricated by etching. (a) Electron micrograph of 
a 2D hexagonal porous silicon structure (lattice constant a = 1.5 μm and pore radius r = 0.68 μm), 
fabricated by anodization of p-type silicon with a lithographic template. Reprinted from Birner 
et al. (2001), with the permission of John Wiley and Sons. © 2001 WILEY-VCH Verlag GmbH, 
Weinheim, Fed. Rep. of Germany. (b,c) Scanning electron microscopy images of top and cross-
sectional views of nanoporous alumina developed by means of self-organization without a template. 
Reprinted with permission from Lutich et al. (2004). Copyright 2004 American Chemical Society.
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When self-organization is used, the porous sample thickness is determined by the pro-
cessing time only. The thickness can be as large as hundreds of microns. Depending on the 
electrochemical treatment and preliminary surface treatment, the pore size can be from a 
few nanometers to hundreds of nanometers. The surface domains visible in the top view in 
Figure 4.19(b) are supposed to reproduce the polycrystalline domain structure of the raw 
aluminum foil used in the fabrication process.

Fabrication of  3D periodic structures remains a serious challenge for experimen-
talists. There are three principal approaches: (1) self-assembly and 3D-templating; 
(2) lithographically defined etching alignment; and (3) anisotropic etching in two 
dimensions.

Self-assembly is based on colloidal chemistry. Self-assembled structures are formed 
as colloidal crystals resembling naturally existing artificial opals. An unfortunate dis-
advantage of  this technique is the rather limited set of  materials for which 200–300 nm 
globules are available. Most experiments are restricted by either silica or polystyrene 
Figure 4.20(a). Because of  the low refractive index, such structures cannot promise 
omnidirectional photonic band gap and feature angular-dependent reflection bands 
only (Figure 4.20(b)). The advantage is relative simplicity and feasibility of  bulky size 
if  necessary. It is important that, in close-packed spheres assemblies, pores form topo-
logically continuous space, thus enabling impregnation with highly refractive materials. 
Polymers, TiO

2, and polycrystalline silicon have been successfully embedded. Selective 
etching can then be used to remove the silica core to arrive at the inverted opal struc-
ture shown in Figure 4.20(c). Such structures have approximately 30% volume-filling 
factor, which is favorable for band gap formation. Nevertheless, even when silicon is 
used, the photonic band gap becomes omnidirectional for higher frequencies only 
(Figure 4.20(d)).

Lithographically defined etching-alignment techniques for fabrication of 3D photonic 
crystals, though much more expensive and tricky, do offer a variety of topologies with 
highly refractive semiconductors. Woodpile photonic crystals can be developed by sequen-
tial multiple lithographical etching and alignment procedures (Figure 4.21). When made 
of highly refractive semiconductors like Si or GaAs, with air between rods, these structures 
feature photonic band gap with gap/midgap ratio about 20% when semiconductor volume 
fraction is about 25% (Ho et al. 1994).

Anisotropic etching in two dimensions with lithographically surface defined templates 
has been proposed lately for 3D photonic crystals. Combination of template etching in 
two orthogonal directions can generate the inverse-woodpile structure. It is very promis-
ing in terms of affordable bulky size as well as band gap formation. Calculations show 
that for Si–air photonic crystals of this topology, maximal relative band gap width Δω/ω

0, 
so-called gap/midgap ratio, equals to 25% and occurs when pore radius is 0.3a, and verti-
cal period c a= , where a is the period in the horizontal plane and c is the period in the 
vertical direction (Figure 4.22).
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Figure 4.20  Opal-based 3D periodic structures. (a) Scanning electron microscopy image of an 
artificial silica colloidal crystal. The lower panel shows the magnified image of a portion of the 
crystal inside a white frame. Globule diameter is 250 nm. Reprinted figure with permission from 
Petrov et al. (1998). Copyright 1998 by the American Physical Society. (b) Photonic band structure 
diagram according to calculations by Reynolds et al. (1999). Reprinted figure with permission 
from Reynolds et al. (1999). Copyright 1999 by the American Physical Society. (c) Scanning 
electron microscopy image of a silicon replica of an artificial opal. Reprinted by permission from 
Macmillan Publishers Ltd.; Vlasov et al. (2001). (d) Computed photonic band structure diagram. 
Reprinted from Busch et al. (2007), with permission of Elsevier.

Figure 4.21  Woodpile photonic crystals. (a) Topology. (b,c) Electron micrographs of four-layer 
polycrystalline silicon woodpile periodic structure. Reprinted by permission from Macmillan 
Publishers Ltd.; Lin et al. (1998).
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4.3.4	 Photonic crystal structures in nature

Periodic structures on a scale of optical wavelengths with pronounced interference-based 
colors can be found in nature (Vukusic and Sambles 2003). For example, 1D periodicity 
of coatings over wings can be found in several types of butterfly, in the feathers of pea-
cocks, and on the shells of many beetles. Structures with 2D periodicity are present in eyes 
of a number of moths and other insects, and even more complex periodic structures are 
inherent in the corneas of human beings and mammalians. Interestingly, 2D periodicity 
is inherent in very ancient living subjects – diatom water plants that appeared about 500 
million years ago, where it is believed to assist in light harvesting. Two-dimensional perio-
dicity can be found in pearls that consist of a layered package of cylinders.

The functionality of creatures’ structures has been optimized over hundreds of millions 
of years of evolution in nature. Presence of optical wavelength-scale periodicity is believed 
to be a result of such optimization. For example, the regular porous structure of insect 
eyes and mammalian corneas form antireflection interfaces and, probably, a cutoff  filter 
for UV radiation. At the same time, porous topology assists in physico-chemical exchange 
processes.

The rationale for interference colors is not straightforward. Contrary to pigment-based 
colors, interferential (absorptionless) colors enable avoidance of heating and all photo-
chemical processes, thus enabling durability of colors and resistance to overheating, e.g., 
for tropical butterflies.

Figure 4.22  Inverse-woodpile structure developed by anisotropic etching of a silicon monocrystal.  
Reprinted with permission from Tjerkstra et al. (2011 ). Copyright American Vacuum Society.
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Among all creatures featuring interference colors, chameleons are outstanding owing to 
the remarkable ability to perform dynamic color changes during social interactions, such 
as male contests or courtship. Recently it was found that chameleons shift color through 
active tuning of a lattice of guanine nanocrystals featuring tunable 2D biophotonic crys-
tals (Figure 4.23).

Three-dimensionally periodic structures are present in nature as colloidal crystals. 
Biological colloidal crystals have been identified for the first time for viruses. When speak-
ing about optical wavelength scale, opals are the familiar example. Opals are colloidal 
crystals with close-packed spherical silica globules and voids filled by another inorganic 

Figure 4.23  Chameleon dynamic colors in the context of tunable photonic crystals. (a) TEM images of the 
lattice of guanine nanocrystals in S-iridophores from the same individual in a relaxed and excited state (two 
biopsies separated by a distance <1 cm, scale bar, 200 nm). This transformation and corresponding optical 
response is recapitulated ex vivo by manipulation of white skin osmolarity (from 236 to 1416 mOsm). 
(b) Reflectivity of a skin sample and (c) time evolution (in the CIE chromaticity chart) of the color of 
a single cell (insets i–vi); both exhibit a strong blue shift (red dotted arrow in (b)) as observed in vivo 
during behavioral color change. Dashed white line: optical response in numerical simulations with lattice 
parameter indicated by dashed arrows. (d) Variation of simulated color photonic response for each vertex 
of the irreducible first Brillouin zone (color outside of the Brillouin zone indicates the average among 
all directions) shown for four lattice parameter values of the modeled photonic crystal. L-U-K-W-X are 
standard symmetry points. Reprinted from Teyssier et al. (2015).
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compound. The iridescent color of opals is because of lightwave interference in a three-di-
mensional lattice.

4.3.5	 Photonic crystal waveguides

Optical fiber guides light owing to the total reflection phenomenon (Figure 4.24(a)). 
Modern technology makes possible light transfer over hundreds of  kilometers through 
a silica core covered by a cladding with a lower refractive index. However, sharp bend-
ing of  a fiber gives rise to leakage since the total reflection condition cannot be met 
(Figure 4.24(b)). This is the fundamental limit of  downscaling existing fibers to micro-
electronic circuitry. Additionally, the fiber core should have a diameter greater than 
wavelength.

A linear defect in a photonic crystal offers a channel for light propagation assisted by 
multiple scattering and interference. This channel can have width smaller than wavelength 
and makes sharp bending possible without big losses (Figure 4.24(c)). This idea forms 
the basis of photonic crystal waveguides. Figure 4.24(d) shows an example of calculated 
light intensity distribution in straight and bent Z-shape waveguides. Photonic crystal wave-
guides, along with light tunneling, confinement in microcavities, and coupling between 
waveguides and cavities, form the principles of photonic circuitry.

Figure 4.24  A traditional fiber optical waveguide and photonic crystal waveguide. (a) Total 
reflection in an optical fiber; (b) leakage in case of frustrated total reflection; (c) photonic crystal 
fiber; (d) electric field distribution in a linear and Z-shape defects (calculations by A. Lavrinenko).
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4.4	 METALLIC MIRRORS

The characteristic omnidirectional reflection inherent in polished metals results from inter-
action of electromagnetic visible radiation with free electrons presenting in every metal. 
This interaction can be described without using quantum mechanics. The electric field 
E(ω) gives rise to polarization described by the P vector, and the D vector in a medium 
can be written as

D(ω) = ε0E(ω) + P(ω) = ε0ε(ω) E(ω)	 (4.45)

where ε (ω) is relative dielectric permittivity of the medium. Consider now that the electric 
field oscillates with frequency ω, i.e.,

	 E t E i t( ) exp( ),0 ω= 	 (4.46)

and derive the expression for ε(ω). The electric field makes the electron move owing to the 
force F =–eE, which in turn results in acceleration (consider the 1D case for simplicity):

	
d x t
dt

e
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2

2
= − 	 (4.47)

Displacement of a charge in space gives rise to elementary polarization p ex= − , which for 
particle density N results in polarization of the medium (per unit volume),

	 P exN.= − 	 (4.48)

Then, ε(ω) can be found as
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We need to solve Eq. (4.47) and then substitute the x value into Eq. (4.49). The solution of 
Eq. (4.47) has the form of a function with the same time dependence as E(t), i.e.,

	 x t x i t( ) exp( ).0 ω= 	 (4.50)

Then
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= − = 	 (4.52)

where ωp has the dimensionality of [time]–1 and is called the plasma frequency. Eq. (4.52) 
is valid for all cases where electromagnetic waves propagate in a gas of charged particles, 
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including, e.g., plasma in the upper atmospheric layers, with the only difference that charge 
value, mass, and concentration of particles should be properly modified.

Equation (4.52) is plotted in Figure 4.25. One can see ε(ω) < 1 everywhere. Furthermore, 
ε (ω) < 0 holds below ωp. It tends to 1 asymptotically for ω  ωp. Positive values of per-
mittivity allow electromagnetic waves to propagate, whereas negative permittivity in the 
Helmholtz equation results in the evanescent electric field oscillating with frequency ω. 
The electromagnetic plane wave cannot exist in a medium with negative permittivity. This 
is the reason for metallic reflectivity. The incident wave when bordering a metal surface 
reflects back and a small portion of it penetrates into the metal, rapidly vanishing at a 
depth of the order of 100  nm. Considering the typical concentration of free electrons 
as N 10 cm22 3= − , using electron charge and mass, one can see that plasma frequency for 
metals enters into the visible range (see Problem 4.4). Different crossover points on the 
frequency axis give rise to different colors of silver, gold, and copper.

The condition ε(ω) < 1 allows electromagnetic waves to propagate but modifies the dis-
persion relation ω(k) considerably. Recalling relations for phase velocity υ = ω/k, υ = c/n, 
and n ε= , one may expect ε(ω)  <  1 to look as if  superluminal speed c c/υ ε= >  
becomes feasible. This is not the case. To reveal the properties of electromagnetic waves 
in plasma one should thoroughly account for the specific ε(ω) function in the range 
0 ( ) 1ε ω< < . Indeed, the known relation

	 ck /ω ε= 	 (4.53)

with substitution of Eq. (4.52) for ε gives ω(k) in the form

	
c k .2 2 2

p
2ω ω= +

	 (4.54)

Figure 4.25  Electromagnetic waves in metals. Dielectric function (a) and dispersion law (b).
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This function is plotted in Figure 4.25. In the high-frequency limit p�ω ω , the dispersion 
law (Eq. (4.54)) merges with the vacuum law, and phase velocity υ = ω /k and group veloc-
ity υ g = dω /dk remain less than c everywhere, in spite of 1ε < .

The rapid exponential decay of electromagnetic field amplitude inside a conductive 
medium is referred to as the skin effect. The surface layer where field amplitude drops by 
the factor of 1/e is called the skin layer. Its thickness for the visible is given in Table 4.4, 
along with reflection coefficients for a few common metals. Note that even for frequencies 
lower than the plasma frequency, reflectance is not perfect since metals also absorb elec-
tromagnetic radiation (this results in heating), and their properties are not exhaustively 
described by the free electron gas model.

4.5	 TUNNELING OF LIGHT

Interface of two media, one of which supports propagation of an electromagnetic field and 
another which does not, represents a barrier for lightwave propagation and gives rise to 
high reflection. However, there is no infinite barrier for lightwaves. In every case where light 
enters a medium which does not allow propagation of ordinary electromagnetic waves, 
the electromagnetic field penetrates inside and evanesces over a finite-length scale. One 
example was presented in Figure 4.12 for light inside a photonic crystal slab in the band 
gap range. Every photonic crystal slab whose length is not infinitely big features low but 
finite transmission defined by the amplitude of the electromagnetic field at the rear side of 
a slab. The evanescent wave gives rise to the transmitted plane wave behind the film. This 
phenomenon in many instances resembles the tunneling effect in quantum mechanics and 
is therefore referred to as tunneling of light.

Finite transparency of very thin metal films is another example of tunneling in optics 
(Figure 4.26). The evanescent wave with finite amplitude transforms into an ordinary plane 

Table 4.4  Optical parameters of common metals

Metal
Skin depth at 
wavelength 600 nm (nm)

Reflection (%) at different wavelengths
400 nm 500 nm 600 nm 700 nm

Gold 31 38 40 90 97

Silver 24 80 91 93 95

Aluminum 13 85 88 89 87

Copper 30 30 44 72 83
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4.5  Tunneling of light 125

wave behind a metal slab with finite thickness. The transmitted field amplitude, however, 
rapidly falls with thickness. Compare the electric field profile for light propagating through 
a metal slab with Figure 2.7, where the wave function for an electron in the case of a finite 
potential barrier is shown. One can see the real part of the electric field reproduces the 
wave function in quantum mechanics. This analogy is meaningful and important. It results 
from the mathematical similarity of the Schrödinger (quantum mechanics) and Helmholtz 
(optics) equations. Accordingly, the transmission coefficient for an electromagnetic wave 
propagating through a metal film with thickness a reads

	 T
c
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( )
4
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1 2

2

1 2

2
2
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ε ε
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In the limit of a thick, low-transparent barrier it reduces to an exponential law,
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This formula can be used for every common metal in the visible if  its thickness exceeds 
100 nm.

In Figure 4.27 the calculated transmittance spectra of silver films are presented as 
obtained with the real and imaginary parts of the refraction index taken into account. The 
figure represents the basic features evaluated on the basis of a very simple model of an 
electron gas in a metal. It is clearly seen that there are small but finite transmittance values 
for the films with thickness of the order of 100 nm, strong dependence of transmittance 

Figure 4.26  Tunneling in optics. (a) Propagation of the electromagnetic wave through a metal 
film. Dielectric function profile (top) and the real part of the electric field profile A(x) (bottom). 
(b) Frustrated total reflection. Refractive index scheme (top) and the real part of the electric field 
profile (bottom).

.005
06:56:06



Lightwaves in restricted geometries126

on thickness, as well as a pronounced tendency for higher transparency for shorter wave-
lengths. Finite transparency of thin metal films is used, e.g., to make cheap semi-trans-
parent conductive coatings in electro-optical experiments, to fabricate optical attenuating 
filters, and in commercial sunglasses. The latter then look like mirrors despite being partially 
transparent. This is a good commonly known example of tunneling in optics. Often, metal 
semi-transparent and reflective coatings are used in window glass in modern buildings.

An evanescent electromagnetic field develops also behind a highly refractive medium in 
the case of total reflection (Figure 4.26(b)). The evanescent wave generates the transmitted 
plane wave provided that a thin (as compared to wavelength) low-refractive layer is fol-
lowed by the high-refractive medium. Note that the electric field profile looks similar to the 
case of light tunneling through a metal platelet and also similar to a wave function in the 
case of tunneling through a potential barrier in quantum mechanics. This phenomenon is 
used in scientific instruments known as attenuated reflection spectrometers.

4.6	 MICROCAVITIES

A pair of parallel thin metal or dielectric mirrors form a Fabry–Pérot resonator. This 
resonator features high transparency for certain resonant wavelength and resembles an 
electromagnetic analog to quantum mechanical resonant tunneling (Section 2.2 and Figure 
2.8). If  losses in the mirrors can be neglected, transmission tends to 1 at wavelengths meet-
ing the resonance condition, i.e., the integer number of half-waves should be equal to the 
inter-mirror spacing.

One can see in the case of Figure 4.28 that high transmission develops owing to “accumu-
lation” of light in the cavity between mirrors. Electric field amplitude inside a cavity E in the 
course of multiple reflections and round trips rises iteratively and finally, in the steady-state 
regime, reaches the value E0/(1 – r) where E0 is the incident field amplitude and r is the mirror 

Figure 4.27  Spectral characteristics of transmission and reflection coefficients for Ag thin films 
with different thicknesses. Reprinted from Domaradzki et al. (2016).
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reflection coefficient. Accordingly, for the steady-state regime to be established, the time 
interval is needed. The optical resonator or optical cavity is characterized by the Q-factor, 
which describes the capability for energy storage, and at the same time the finesse of the 
system in terms of the sharp transmission resonance. Q-factor can be defined as the ratio

	 =Q-factor
Energy stored in a system

Energy lost per one period of oscillation 	 (4.57)

For the first resonance, the round trip time over a cavity equals the oscillation period 
and therefore Q-factor defines the number of round trips necessary to arrive at the steady-
state transmission value. Q-factor is the property inherent in every oscillator, including 
mechanical systems (pendulums, guitar strings, organ pipes, and loudspeakers) and elec-
trical ones (LC-circuits). In mechanics, Q-factor has a straightforward intuitive meaning. 
It equals the number of periods an oscillating pendulum or a string performs after an 
external impact for oscillation amplitude to fall to zero. In the case of an optical cavity, 
Q-factor defines how many round trips will occur for the output intensity to reach zero 
after the moment when incident light has been switched off.

Q-factor defines the sharpness of transmission resonance and can be evaluated as the 
ratio of the resonance frequency to the resonance half-width (full-width at half-maximum), 
as is shown in Figure 4.28(c).

Figure 4.28  Resonant tunneling in optics: transparency of a plane cavity consisting of two metal 
plates in a dielectric ambient medium. (a) Accurate numerical solutions for electric field amplitude 
and (b) transmission spectrum. Two metal films with thickness d and refraction index n 02 <  are 
separated by a dielectric spacer of thickness d0 and refraction index n0, coinciding with that of 
ambient environment (courtesy of S. Zhukovsky). Parameters used in calculations are: d 200 nm0 = ,  
n =10 , d 40 nm= , dielectric permittivity of the metal n 22ε = = − . (c) Q-factor evaluation.
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When spacing measures a single or a few wavelengths, the notation microcavity is used 
in optics. A Fabry–Pérot resonator can therefore be treated as a planar microcavity. Planar 
microcavities can be made using multilayer dielectric mirrors, often referred to as distrib-
uted Bragg reflectors (DBR). Though at first glance this is a more cumbersome fabrication 
method compared to metal mirrors, the results are much better because metal mirrors 
always feature undesirable absorptive losses that can be readily avoided in dielectric or 
semiconductor DBR mirrors.

Microcavities of high finesse can be developed as defects in photonic crystals. A repre-
sentative example is given in Figure 4.29. The lower- or higher-refractive portion of space 
in a 2D or 3D periodic medium gives rise to standing waves and energy storage enabling 
big Q-factors. In this case, lightwave confinement is provided by reflecting periodic struc-
tures in two or three dimensions around a cavity.

A microdisk or a microsphere of a semiconductor or a dielectric material form micro-
cavities as well. For these cavities, strong confinement occurs owing to the total reflection 
at the boundaries similarly to fiber waveguides. Surface-like standing waves in these cavi-
ties are referred to as whispering gallery modes since this type of resonance was first con-
sidered by Rayleigh when explaining the extraordinary acoustic audibility in the famous 
Whispering Gallery at St. Paul’s Cathedral in London. Such cavities in optics are often 
referred to as photonic dots to emphasize an analogy to electron confinement in quantum 
dots (Figure 4.30). The electromagnetic mode in a spherical cavity can be excited by means 
of tunneling (frustrated total reflection) of waves from a fiber waveguide in the case of 
subwavelength proximity to a microsphere.

Figure 4.29  Microcavities inside a two-dimensional photonic crystal slab.

Figure 4.30  An example of a whispering 
gallery mode in a dielectric sphere and its 
coupling to a fiber mode. Adapted from 
Arnold et al. (2003), with permission from 
OSA Publishing.

.005
06:56:06



4.7  Light in metal–dielectric nanostructures 129

4.7	 LIGHT IN METAL–DIELECTRIC NANOSTRUCTURES: 
NANOPLASMONICS

Optical properties of tiny metal particles do remarkably differ from ordinary bulky met-
als. In 1857 Michael Faraday was the first to report on the reddish color of colloidal gold 
in a solution. The Lycurgus Cup, dating back to the fourth century, is the first identified 
artifact in which optical properties of nanometer-size metal (gold) particles have been 
purposefully used to obtain the marvelous pink–red transparent glass. Much later, gold 
and copper nanoparticles were widely used in amazing stained glasses. In the twentieth 
century copper and gold nanoparticles were industrially used to fabricate dark-reddish 
glasses. Optical properties of metal nanostructures and modification of light–matter inter-
action in metal nanostructures have led lately to the new field in nanoscience and nano-
technology, nanoplasmonics. Nanoplasmonics represents the dawn of nanoscience and 
nanotechnology.

Figure 4.31 presents the typical optical density spectra of metal nanoparticles dispersed 
in air or deposited on top of a dielectric substrate; the surface concentration of nanopar-
ticles is low. One can see the optical density features a pronounced maximum in the visible 
spectrum, which lies in the green for gold and in the blue for silver. Optical density spectra 
correlate with the dielectric functions of these metals and can be well understood in terms 
of the effective medium approach.

BOX 4.1  �NANOPLASMONICS, THE DAWN OF NANOSCIENCE AND 
NANOTECHNOLOGY

The Lycurgus Cup from the fourth century, con-
taining pink glass colored by gold nanoparticles, 
is the first known technological application of 
nanostructures in optics, though size effects were 
only unconsciously involved.

Other examples can be found in numerous mas-
terpieces of antique stained glass. The first docu-
mented research on nano-optics is in the paper by 
Michael Faraday presented to the Royal Society 
in 1857. Since the middle of the twentieth cen-
tury, routine commercial production of deep-red 
glass has been developed using copper dopants, 
in which copper nanoparticles are responsible for 
the color. Thus, plasmonics seems to be the oldest 
field of nanoscience and nanotechnology.

Lycurgus Cup

Mid XX cent.

Experimental Relations of 
Gold (and Other Metals) to 
Light. Philos. Trans. R. Soc. 
London, 1857, 147, 145

Michael Faraday
(1791–1867)
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Consider the optical properties of a dielectric material – say, glass, water, or air – when 
nanometer-size metal nanoparticles are dispersed therein. If  nanoparticle size is much less 
than optical wavelength, then an effective medium approach is applicable, i.e., the binary 
metal–dielectric mixture can be treated as a composite material to which the dielectric 
function can be ascribed. Recalling the Bruggeman formula (Eq. (4.44)), one can calculate 
the dielectric function of the composite medium, implying the actual dielectric function of 
the metal in question in the form

	
i

( ) p
2

2
ε ω ε

ω
ω ω

= −
+ Γ∞ 	 (4.58)

where ε∞  accounts for the dielectric function in the limit of high frequencies, and Γ is the 
electron dephasing rate. It equals the time the electron spends between two successive scat-
tering events. For example, for silver one has 5, 9 eV, 0.02 eVp� �ε ω= ≈ Γ =∞ .

The dielectric function becomes complex in every absorbing medium, not only in met-
als. It can be generally expressed as

	 i( ) 1 2ε ω ε ε= + 	 (4.59)

and gives rise to the complex refractive index

	 n n i( ) ( ) ( ) .� ω µ ω ε ω κ= = + 	 (4.60)

In the optical range, ( ) 1µ ω =  for the known continuous media (it differs from 1 only for 
specially designed media referred to as metamaterials) and the real and the imaginary 
parts of the complex refractive index take the form

	 n
n2

,
2

.1 1
2

2
2

2ε ε ε κ ε
=

+ +
= 	 (4.61)

Figure 4.31  Typical optical density spectra for (a) gold and (b) silver nanoparticles dispersed on 
top of a dielectric substrate in air.
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Here, n is the familiar refractive index defining the speed of electromagnetic waves and 
their refraction, and κ is a dimensionless value referred to as the extinction coefficient. It 
allows for calculation of the absorption coefficient,

	
4α πκ

λ
= 	 (4.62)

where λ is wavelength. The absorption coefficient, measured in [length]–1 units, in turn, 
defines light intensity transmission coefficient for a material layer thickness L as

	 T Lexp( ).α= − 	 (4.63)

Notably, optical spectra of metal suspensions are strongly dependent on dielectric per-
mittivity of the ambient environment. This phenomenon can be purposefully used to mon-
itor or measure small deviations in the refractive index of liquids or gases resulting, e.g., 
from chemical reactions or pollution. This approach enables development of plasmonic 
sensors for biomedicine and ecology, areas in which monitoring of liquid and gas purity 
is important.

When metal nanoparticle size rises and cannot be treated as negligibly small on the 
optical wavelength scale, the effective medium approach should be replaced by the accu-
rate numerical calculations based on scattering theory. In this case, light attenuation in 
the composite medium is defined not only by energy dissipation in metal but also by light 
scattering. Accordingly, the notion of extinction should be introduced to indicate the sum 
of dissipative and scattering contributions to light attenuation.

In Figure 4.32, calculated optical extinction spectra are presented for very small (a few 
nanometers) and larger silver nanoparticles in air. Lightwave scattering can be neglected 
for particle diameters less than 20 nm. In this case, light attenuation comes from dissipa-
tion of energy through electron scattering. Remarkably, metal nanoparticles do not exhibit 
quantum size effects like semiconductor ones, referred to as quantum dots. Because of the 
high Fermi energy, electrons in metal have very small de Broglie wavelengths, so that strong 
confinement of electrons cannot be performed (see Section 3.2 and Table 3.1 for more 
detail). However, an optical size effect for smaller particles does exist. When nanoparticle 
size becomes smaller than the electron mean free path, it is the nanoparticle diameter that 
defines dephasing time because of the electron scattering by its surface. Therefore, the 
absorption spectrum of smaller particles broadens (Figure 4.32(a)). For particles larger 
than 20 nm, a size-dependent scattering component presents in the extinction spectrum 
which shifts to the longwave side with size (Figure 4.32(b)).

A similar size-dependent contribution from scattering governs optical absorbance of 
rod-like metal nanoparticles (Figure 4.33). Intrinsic resonant absorbance near 520 nm (as 
in Figure 4.31(a)) is overtaken by morphological resonance, i.e., size- and shape-dependent 
resonance resulting from light scattering. To summarize, optical properties of metal nano
particles feature pronounced size-dependent optical properties that are well understood 
and accurately described theoretically.
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Figure 4.32  Calculated size-dependent optical properties of Ag nanoparticles. (a) Lightwave 
scattering can be neglected; light attenuation comes from dissipation of energy through electron 
scattering. (b) Light attenuation comes from both energy dissipation and size-dependent scattering 
for nanoparticles larger than 30 nm. Two extinction maxima are clearly resolved, the longwave one 
being size-dependent and shifting to the red with size. The insert shows the position of the main 
maximum versus size. Ambient medium refractive index is 1.5. Adapted from Kreibig and Vollmer 
(1995), Copyright Springer. Courtesy of S. M. Kachan.

Figure 4.33  Size-dependent optical absorption by Au nanorods. (a) Photograph of gold nanorod 
solutions with increasing aspect ratio (AR) left to right. (b) Absorbance spectra of gold nanorods 
with different ARs. (c–g) Electron microscopy images of gold nanorods: (c) AR = 1.1, (d) 
AR = 2.0, (e) AR = 2.7, (f) AR = 3.7, and (g) AR = 4.4. Adapted with permission from Abadeer 
et al. (2014), copyright 2014 American Chemical Society.

.005
06:56:06



4.7  Light in metal–dielectric nanostructures 133

When electromagnetic radiation shines onto metal nanostructures, electrons in metal 
oscillate because of plasmon resonance if  radiation frequency falls into the range of notice-
able extinction. This results in enhancement of electromagnetic energy near nanotextured 
metal surfaces with the texture scale comparable to or less than the wavelength. Light 
intensity, or more generally speaking, electromagnetic radiation intensity, is always higher 
near a curved metal surface than otherwise. Figure 4.34 shows a number of model metal 
nanostructures examined in the context of possible electric field/light intensity enhance-
ments to promote stronger light–matter interaction, e.g., enhanced photoluminescence of 
molecules, atoms, or quantum dots located near a metal nanotextured surface. One spher-
ical particle offers just a few times enhancement in the case of gold (Figure 4.34(a)) and 
about ten or slightly more in the case of silver. Two particles offer several times higher 
enhancement than one in the space between the particles (Figure 4.34(b)). A number of 
spherical particles properly scaled can give up to six orders of the magnitude for light 
intensity ( E 2 ) in the small area between the particles. Elliptical particles, both single and 
coupled, offer much greater enhancement than spherical ones. One can see 106 enhance-
ment factors for a couple of silver spheroids. Generally, silver enables higher enhancement 
than gold, and for every metal the wavelength range should fall into the range of notice-
able extinction – e.g., for larger particles the enhancement spectrum shifts to the longer 
wavelength in accordance with their extinction spectra.

Figure 4.34  Examples of calculated local electric field enhancement for a number of model metal 
nanostructures: (a) a single sphere, (b) two spheres, (c) three spheres, (d) two spheroids. Numbers 
(nm) indicate wavelength for which calculations were made. These data provide an intuitive 
introduction to the optical antenna notion. Adapted from (a,b) Chung et al. (2011) under the 
Creative Commons License, (c) with permission from Li et al. (2003), copyright American Physical 
Society, and (d) Guzatov and Klimov (2011) under the Creative Commons License.
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4.8	 OPTICAL ANTENNAS

An antenna is a geometrical construction that promotes receiving and transmitting of 
waves by means of modification of the waveform to adjust the transceiver or emitter 
parameters to the properties of the ambient environment. It is not a mirror or a lens, but 
rather a device that modifies the properties of waves on a wavelength or even subwave-
length scale. Naturally existing receiving antennas are the aural cavities of humans and 
animals that are designed through evolution to efficiently deliver acoustic waves to the 
receptor in ears. An acoustical transmitting antenna is a well-known horn widely used in 
loudspeakers and musical instruments.

In radiophysics, antennas are commonly used to promote transmitting and receiving 
radio- and microwaves. These are familiar pieces of metal, single or coupled rods, various 
frames, and more complicated constructions. One can see from Figure 4.34 and the rele-
vant discussion in the previous section that single metal nanoparticles and their assemblies 
feature the remarkable property of locally enhancing the incident electromagnetic field 
in the optical range. This property leads to the notion of optical antenna – the emerging 
concept in photonics of bridging optical technologies with radio- and microwave engi-
neering. Notably, localization of electromagnetic energy occurs at the subwavelength scale, 
where ray optics vanishes and light beams cannot be drawn. In radiophysics, the antenna 
matches impedance of a receiver or a transmitter with ambient space. In acoustics, imped-
ance matching is provided by horns. In optics, one can also speak about impedance match-
ing, recalling that, for a continuous medium, impedance is Z /µ ε=  and µ in the optical 
range is 1 for the wealth of existing materials except for the special case of artificially 
fabricated nanostructures referred to as metamaterials.

In addition to the examples given in Figure 4.34 with nanoantennas using spherical 
nanoparticles, Figure 4.35 shows further designs that can be implemented by submicron 

Figure 4.35  Examples of optical antenna design using metal components. In a simple dipole and 
bowtie antenna the incident field concentration occurs in the central area showed by red dashes. In 
the case of a Yagi–Uda antenna, field concentration occurs at the feed element position. Design 
of the Yagi–Uda antenna is reprinted from Taminiau et al. (2008), with permission from OSA 
Publishing.
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lithography. For a simple dipole antenna and a bowtie antenna the incident field concen-
trates in the middle, between antenna parts. A more sophisticated design is presented by 
the Yagi–Uda construction in which a feed element is surrounded by a longer reflector 
and a set of shorter directors. Here, field enhancement occurs at the feed element position.

How can experimenters measure the local electromagnetic radiation intensity in an 
optical antenna with subwavelength lateral resolution? This is a tricky but feasible task. 
Gold nanoparticles feature weak intrinsic luminescence resulting from electron transi-
tions between subbands within the conduction band. This luminescence can be excited 
by two-photon absorption. Since probability of two-photon processes is very low, high 
optical power is necessary for their study. It can be provided by using pico- or subpico-
second laser pulses. Unlike the one-photon process, the absorbed power in two-photon 
processes is proportional to I 2, i.e., to E 4 rather than I and E 2 inherent in one-photon 
absorption. Since a real light beam spatial profile is typically Gaussian, departing from E 2 
to E 4 reduces the effective cross-section of the incident beam and allows for mapping of 
the optical events with subwavelength resolution beyond the diffraction limit. Figure 4.36 
shows measured two-photon-induced gold luminescence and the relevant theoretical mod-
eling for an antenna consisting of a couple of metal sticks. One can see that field enhance-
ment in the experiment well agrees with the theory, it occurs between the sticks and shows 
wavelength dependence defined by the material and the gap between sticks. Figure 4.37 
shows a similar experiment for a gold bowtie antenna. One can see that field concentration 
agrees with theory, and features gap dependence approaching the result for a single metal 
triangle at spacing comparable with optical wavelengths.

Figure 4.36  Mapping of (a) the two-photon 
intrinsic gold luminescence intensity and (b) 
the theoretically predicted E 4 distribution 
for a number of wavelengths, demonstrating 
resonant local enhancement of the incident 
electromagnetic field. The scale bar is 500 nm. 
Reprinted figure with permission from 
Ghenuche et al. (2008). Copyright 2008 by the 
American Physical Society.
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4.9	 NON-PERIODIC STRUCTURES AND MULTIPLE LIGHT SCATTERING

Most information about the world around us is gained through vision. It is light scattering 
that makes human vision possible. We sense light coming from an external source like the 
sun or a lamp, and then scattered by things around us to our eyes. Transparent things that 
do not scatter are not visible. We can only guess about them using partial light reflection.

What happens if  light waves or any other electromagnetic waves propagate in an 
inhomogeneous non-absorbing medium with imperfections whose size is not negligible 
compared to wavelength? Imagine randomly distributed nanoparticles of different sizes 
and shapes made of material with ε1 > 1 dispersed in the ambient material with 2 1ε ε≠ .  
The representative examples are water droplets or ice microcrystals in air, solid powders 
in solutions, and polymers with microcrystalline impurities like crystalline luminophore 
grains dispersed in silicone in white LEDs. Waves experience scattering at every obstacle. 
The important parameter is the mean free path, which is the average distance the wave 
travels between scattering events.

There are three distinct cases of  electromagnetic wave propagation in scattering media, 
depending on the relations between wavelength λ, slab thickness L, and the mean free 
path � . These cases correspond to the single scattering regime, the multiple scattering 
regime, and the localization limit (Figure 4.38). The single scattering regime occurs if  the 
following condition is met:

	 λ < < �L .	 (4.64)

In this case, every scattering event removes irreversibly a portion of energy and the 
output intensity detected behind a slab in the direction of the incident beam propagation 
decreases. The elementary intensity change can be described as

	 dI Idxα= − 	 (4.65)

Figure 4.37  Measured and calculated 
local incident electric enhancement 
for gold bowtie antennas with various 
gaps. Wavelength is 830 nm. Adapted 
figure with permission from Schuck 
et al. (2005). Copyright 2005 by the 
American Physical Society.
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with α describing scattering rate per unit length. Integration of this equation over a sam-
ple length gives rise to the familiar expression

	 α= −T Lexp( ). 	 (4.66)

One can see that Eq. (4.66) coincides with the Bouguer law for absorptive media. 
Therefore, propagation through a slightly scattering medium in the regime of single scatter-
ing features the same transmission versus thickness dependence as does propagation in the 
case of absorption. However, it is possible to distinguish scattering from absorption by 
observing the intensity scattered outside the original beam propagation direction.

The multiple scattering regime occurs when a slab thickness is bigger than the mean free 
path, i.e.,

	 λ < <� L. 	 (4.67)

Now, waves experience complicated motion, the output field features complex angular 
dependence, a portion of incident intensity scatters even in the backward direction, and 
inside a slab loop-like paths exist (Figure 4.38(b)). The analytical solution is not possi-
ble and numerical analysis of arising integro-differential equations is necessary. Notably, 
propagation of waves in this case follows to a large extent the laws of diffusion and is 
described by similar equations. Light spends much more time in a sample compared to the 
single scattering case, and a short input pulse becomes many times longer and its shape 
changes accordingly. Owing to complicated paths, the probability exists that scattered light 
will propagate in the direction coinciding with the incident flux. The theory in this case 
gives the following relation for transmitted intensity versus thickness:

	 ∝ +
+
�

T
z

L z2
,e

e

	 (4.68)

Figure 4.38  Different propagation regimes of light through scattering media. See text for detail.
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where the ze parameter defines the boundary properties. Eq. (4.68) describes the basic trend 
of transmission versus thickness, whereas the exact solution should explicitly account for 
boundary events in every case under consideration.

Figure 4.39 shows that a vial filled with liquid is transparent for single scattering 
L / �  = 0.1 and fully opaque for the case of multiple scattering ( L / �  = 10). Multiple 
scattering completely obscures the image behind a scattering layer. Precise experimental 
manifestation of the law described by Eq. (4.68) is presented in Figure 4.40 using nanopo-
rous semiconductor material. The linear dependence is apparent and the slope depends on 
the sample structure, which defines the mean free path value.

In the limit of a very long scattering layer, multiple scattering gives rise to the inverse 
dependence of transmission versus length, T L/�∝ . This property remarkably resembles 
Ohm’s law in electricity – electric current is inversely proportional to a conductor length 
or, in other words, electrical resistance of a conductor is proportional to its length. This 
analogy is essentially based on similarity of the phenomena in question. Both lightwaves 
and electrons (also waves) experience multiple scattering. In the case of electromagnetic 
waves, scattering results from refraction index inhomogeneity, whereas in the case of elec-
trons scattering results from potential inhomogeneities which in turn comes from mate-
rial imperfections (impurities, disorder in atoms displacement and atoms vibrations, grain 
boundaries in polycrystalline materials).

What happens if  small but very strong scatterers (i.e., consisting of highly refractive 
material) densely dispersed in an ambient environment lower the mean free path to val-
ues considerably smaller than the wavelength? Then neither beam can be drawn inside a 
medium. The theory considers that the case / 2� � ��  gives rise to localization of  waves. 
This condition has been first suggested for electron localization in disordered solids and is 
referred to as the Ioffe–Regel criterion. Localization of electrons in disordered solids was 
thoroughly analyzed by Philip Anderson in 1958 and is extensively used in the electron 
theory of solids (Nobel Prize in 1977). Much later, in 1984 Sajeev John highlighted that 
Anderson localization is the general phenomenon that occurs for every type of wave in 
disordered media, provided the mean free path falls to / 2� � �� .

Figure 4.39  Three vials filled with turbid liquid 
corresponding to different scattering regimes: 
left, weak scattering ( L / �  = 0.1); middle, 
intermediate regime ( L / �  = 1); right, opaqueness 
because of multiple scattering ( L / �  = 10). 
Illumination comes from the back. Courtesy of F. 
Poelwijk.
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For an electron, every ion is a very strong scatterer because of Coulomb interaction. 
Therefore, Anderson localization of electrons is the common phenomenon in disordered 
solids. For electromagnetic waves, highly refractive materials are necessary to perform the 
localization regime. For radio- and microwaves, high refraction is feasible but for the visi-
ble range even n > 3 is hard to perform and in the near-IR n > 4 is not possible (see Table 
4.1). It is important that highly refractive materials should necessarily be non-absorp-
tive. Experimental observation of Anderson localization in photonics remains a challenge, 
made difficult by the facts that minor absorption is hard to avoid, and conditions of mul-
tiple scattering – because of the long time spent by lightwaves – give rise to drastic falls 
in transmission, which is hard to discriminate against a localization regime. If  a lossless 
medium features the localization regime, it can be used for light storage elements.

While light localization is an issue and has no straightforward applications to date, dis-
ordered materials with multiple scattering are commonly used in daily life. Every color 
ceramic or pigment on walls, cars, or artworks actually features multiple scattering, other-
wise it would look transparent. In color pigments, multiple scattering occurs selectively for 
wavelengths where absorption is negligible. Otherwise, light energy dissipates in the matter 
after a few scattering events. White porcelain in tableware, white paper, white powders, and 
white screens are another set of multiple scattering materials. White coloring develops by 
equal scattering of lightwaves within the visible spectrum. Therefore, to get white matter 
one needs to make a random powder or other type of submicron disorder using non-ab-
sorbing materials.

Figure 4.40  Thickness dependence of optical transmission for porous GaP samples (data by 
Schuurmans et al. 1999) for a wavelength of 685 nm.
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Dielectric or semiconductor materials with disorder on the light wavelength scale can be 
used to make selective filters, so-called Christiansen’s filters named after C. Christiansen, 
a Danish physicist who in 1884 discovered selective transmission of light by a mixture of 
two powders in the spectral range, where both components have the same refractive index 
n. Since n is typically wavelength-dependent, for certain pairs of materials intersection of 
n(λ) curves is possible. Then a dense mixture of these materials will look homogeneous at 
the intersection points, with efficient light scattering otherwise.

Multiple scattering in a medium with optical gain may result in local loop-like paths. If  
gain exceeds losses along a single loop, then local random ring microlasers develop. This 
phenomenon is referred to as random lasing and was predicted for the first time in 1968 by 
V. Letokhov, a Russian physicist. It often occurs in ceramic laser materials.

4.10	 USEFUL ANALOGIES OF ELECTRONIC AND OPTICAL  
PHENOMENA

The Helmholtz equation used in optics and the Schrödinger time-independent equation 
used in quantum mechanics look alike. It is reasonable to recall their simplest 1D forms 
(Eqs. (4.21) and (2.17)) to highlight the similarity. This similarity reflects the wave prop-
erties of  light and electrons. The only difference is that the Helmholtz equation describes 
the real electric or magnetic field that can be sensed by humans, animals, or artificial 
detectors, whereas the Schrödinger equation describes the special function that gives us 
the probability of  an electron being found at a given point in space. Both equations can 
be written as

	
d x
dx

k x k
m E U

A k
c

( )
( ) 0 , , =

2 ( )
; , .

2

2
2

QM QM
2

2 EM EM
2

2

2�
ψ ε ωΦ

+ Φ = Φ ≡
−

Φ ≡ = 	 (4.69)

Here, A is the electric field amplitude. Material or space parameters are defined by U(x) 
in quantum mechanics and by ε(x) in optics. Comparing quantum mechanical (subscript 
QM) and electromagnetic (subscript EM) counterparts, one can see that changes in the 
refractive index will result in optics in the same effect as change in potential energy U in 
quantum mechanics. Let us recall the properties of electrons discussed in Chapters 2 and 
3 and optical phenomena resulting from confined electromagnetic waves considered in this 
chapter to reveal the analogies of electrons and electromagnetic waves to their full extent. 
These are summarized in Table 4.5.
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Table 4.5  A set of quantum mechanical phenomena and their optical counterparts

Medium inhomogeneity

Phenomena

Quantum mechanics Optics

Refraction step, potential step Reflection/transmission Reflection/transmission (Figure 4.3)

Refraction barrier (well), 
potential barrier (well)

Resonant propagation, 
reflection/transmission

Reflection/transmission and Fabry–
Pérot modes in thin films

Potential well/optical cavity Discrete energy spectrum 
(Figure 2.3)

Resonant modes (Figure 2.2)

Drop from positive to negative 
permittivity, high potential step 
(U > E)

Extension of wave function 
under barrier

Evanescence of electromagnetic field 
in the area with negative permittivity

A slab with negative permittivity, 
potential barrier with finite length

Reflection/tunneling (Figure 
2.7)

Reflection/tunneling, transparency of 
thin metal films (Figure 4.26)

Two parallel mirrors, double 
potential barrier (U > E)

Resonant tunneling (Figure 
2.8)

Resonant transmission of optical 
interferometers (Figure 4.28)

Periodic refractive index change 
in space, periodic potential in 
space

Energy bands formation 
separated by forbidden 
energy gaps in crystals 
(Figure 2.11)

Development of reflection and 
transmission bands and band gaps in 
photonic crystals (Figures 4.9–4.11)

Material with weak disorder 
of refraction index, crystalline 
materials with defects

Ohm’s law, 1/L current 
dependence

1/L transmission of opaque materials 
(Figure 4.40)

Impurity (defect) in a crystal, 
a cavity or defect in a photonic 
crystal

Localized electron state High-Q microcavity

Strong disorder of refraction 
index, highly disordered solids

Anderson localization of 
electrons

Anderson localization of 
electromagnetic waves (hard to observe 
in the optical range)
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Conclusion

•	 Every step of refraction index n (which for a non-absorbing, non-magnetic medium 
equals the square root of its dielectric permittivity ε) gives rise to electromagnetic wave 
reflection which rises for oblique as compared to normal incidence.

•	 Periodic alteration of n in space leads to the notion of photonic crystal and results 
in development of transmission/reflection bands whose spectral position depend on 
parameters/sizes of materials/components involved. Reflection in this case correlates 
with evanescent waves that can give rise to tunneling for finite-length structures.

•	 Negative permittivity ε inherent in metals below plasma frequency gives rise to charac-
teristic wide-band metal reflection and evanescent waves inside, resulting in light tunne-
ling and finite transparency of thin metal layers.

•	 Cavities made as a couple of mirrors with a dielectric spacer or a defect in a photonic 
crystal feature the ability to store energy and this property is expressed in terms of the 
Q-factor.

•	 Metal nanoparticles and nanostructures with subwavelength sizes offer many options to 
control transmission of light as well as local concentration of incident electromagnetic 
field, which has led to the development of nanoplasmonics and elaboration of the new 
optical conception – optical antenna.

•	 Multiple scattering results in universal 1/L transmission behavior and is responsible for 
coloring ceramics and pigments as well as for whiteness of paper, porcelain, and screens. 
Light scattering enables human vision.

•	 Generally, electromagnetic waves in optics and electrons in complex media feature a 
number of remarkable analogies coming from the harmony of nature embodied in the 
notable mathematical analogy of the Helmholtz equation in optics and the time-inde-
pendent Schrödinger equation in quantum mechanics. These analogies, when applied 
to complex dielectric media and nanostructures consisting of non-absorbing materials, 
allow for tracing a number of instructive phenomena:

–	 light reflection at every refraction step;

–	development of transmission/reflection bands in periodic structures;

–	 light tunneling through a periodic multilayer or a metal film;

–	resonant tunneling of light through an interferometer or a planar cavity;

–	development of high-Q defects (microcavities) in photonic crystals;

–	universal 1/L transmission dependence for disordered media with multiple scattering;

–	possible light localization in strongly disordered nanostructures made of highly refrac-
tive materials.
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Problems

  4.1	 Recall Snell’s law and explain why n is called refractive index.
  4.2	 Calculate reflection and transmission for GaN/SiC, GaN/Al2O3, SiC/air, and Al2O3/

air interfaces. These pairs of semiconductors and dielectrics are used in LEDs.
  4.3	 Using quarter-wave stacks, design dielectric mirrors for 400, 500, and 600  nm, 

choosing materials from Table 4.1. Keep in mind transparency of materials at the 
desirable wavelength.

  4.4	 Calculate wavelength where dielectric permittivity crosses zero for metals, assuming 
N 10 cm22 3= − . Predict optical properties of a sheet and a thin film made of such a 
metal.

  4.5	 Provide examples from different fields of physics and technology where Q-factor 
matters.

  4.6	 Recall the principal phenomena in the context of plasmonics.
  4.7	 Using the value 0.02 eV�Γ = , calculate how much time an electron on average 

moves without scattering in metal.
  4.8	 Explain size-dependent properties of metal nanoparticles dispersed in a dielectric 

medium.
  4.9	 Explain how plasmonic sensors can be used in biomedicine or ecology.
4.10	 Explain why multiple scattering gives rise to transmission versus length in the dif-

ferent form as compared to absorption and single scattering.
4.11	 Explain why single scattering cannot be distinguished from weak absorption by 

means of optical transmission measurements. Suggest (a) possible experimental 
way(s) to reveal single scattering versus weak absorption. Hint: consider spatial 
patterns and energy dissipation.

4.12	 Find multiple scattering phenomena in daily life. Explain the difference in optical 
absorption of materials used to fabricate white and red bricks.

4.13	 Based on band gap data for a number of common semiconductors (Table 2.3), pre-
dict the color of their disordered microstructures resulting from multiple scattering. 
Suggest materials for red, orange, yellow, and white powders/pigments. Explain why 
blue or green pigment cannot be designed based on dielectric or semiconductor 
materials without impurities.

4.14	 Human vision occurs via scattering of light coming from an external source. Design 
a technical vision system that is not based on light scattering.

4.15	 Recall the analogies between electrons and electromagnetic waves. What is the phys-
ical origin of these?

4.16	 Try to add your own finding(s) to extend the list of analogies in Table 4.5.
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   5 

  5.1     EMISSION OF LIGHT BY MATTER 

        5.1.1     Spontaneous and stimulated transitions 

 Electrons in atoms, molecules, and solids experience upward and downward transitions 
between states with different energies,  E . In the course of these transitions, matter and 
radiation perform continuous energy exchange, with photons being the energy quanta 
meeting the condition

         E E i j i j, , 1,2,3,..., .i j ijω− = = >       (5.1)   

 There are two types of  transitions, namely stimulated and spontaneous ones (  Figure 
5.1 ). The rate of  stimulated transitions is proportional to the electron concentration in 
the given state ( n  1  or  n  2 ) and to radiation density  u  (joules per cubic meter). The rate 
of  spontaneous emission is independent of  radiation intensity. It is simply propor-
tional to the excited state population,  n  2 . This scheme of  light–matter interaction was 
introduced by Niels Bohr (in 1913) and Albert Einstein (in 1916). The  B  and  A  fac-
tors are referred to as Einstein coeffi cients for stimulated and spontaneous transitions, 
respectively.         

 Spontaneous emission of photons 
and lifetime engineering 

         Excited atoms, molecules, and solids emit spontaneously photons, with the rate of emission 

being dependent both on their intrinsic properties and the properties of ambient space. The 

latter is capable or not capable of carrying on certain electromagnetic modes. This property 

of space is described by means of the density of electromagnetic modes or, in quantum lan-

guage, photon density of states. Photon density of states can be engineered in a desirable 

way using spatially arranged components with different dielectric permittivity on the wave-

length scale. This chapter provides a brief introduction to spontaneous photon emission con-

trol in nanostructures based on confi nement of electromagnetic waves to get photon density 

of states’ enhancement or inhibition. 
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where G r r, ,ij
T

0ω( )  is the transverse Green’s function defined by the solution of the partial 
differential equation,
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and r,ε ω( )  is the medium complex dielectric function at point r, r r( )ij
Tδ − ′  being the 

transverse part of the delta function. The reader is referred to the work of Novotny and 
Hecht (2012) for more detail.

Based on the above operational definition for LDOS and the recipe for a classical dipole 
emission rate (Eq. (5.21)), we can write the general expression for the photon LDOS cal-
culation as
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≡ = , = 	 (5.25)

To summarize, modification of  the photon LDOS, which allows for calculation of  pho-
ton emission rate by a quantum system at a given point in any type of  inhomogeneous 
space, is taken to be equal to the modification of  the electromagnetic emission rate by 
a classical oscillator placed at the point of  interest with respect to the rate in a vacuum. 
This notable circumstance is worthy of  a closer discussion. Taking de fide the concept of 
photon emission in the course of  quantum jumps, we use classical equations to calculate 
modification of  transition rate (probability) in a space with complicated topology. In 
other words, while the classical electrodynamics cannot explain the event of  a photon 
emission in the course of  atomic or molecular transition, it is capable of  offering the 
computational technique for its rate calculation. This convergence of  quantum and clas-
sical electrodynamics is discussed in more detail in Section 5.10 when speaking about 
nanoantennas.

5.5	 THE BARNETT–LOUDON SUM RULE

One can see from Eq. (5.20) that when an atom or another quantum emitter is placed 
in a cavity, its spontaneous decay rate (and radiative lifetime) can be either enhanced or 
inhibited depending on the spectral position of atom transition frequency versus cavity 
resonance frequency. Therefore, enhancement of decay with respect to a vacuum in cer-
tain spectral ranges is accompanied by inhibition otherwise. This is a manifestation of the 
very general property. Departing from a vacuum to inhomogeneous space will generally 
result in mode density spectral redistribution in a way that all positive changes will be 
fully compensated by all negative ones provided the whole spectral range from ω = 0 to 
ω → ∞ is considered. S. Barnett and R. Loudon (1996) proved the general theorem that 
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formulates the sum rule for modified spontaneous emission probabilities. It states that in 
a given point of space, modification of spontaneous emission rate of a dipole emitter in 
a certain frequency range will be necessarily compensated by the opposite modification 
otherwise. Precisely, modified rates are constrained by an integral relation for the relative 
emission rate modification

	
W W

W
d

r( , ) ( )
( )

0.vacuum

vacuum0
∫

ω ω
ω

ω−
=

∞

	 (5.26)

Here, W r( , )ω  is the emission rate of an atom or molecule at position r as modified by the 
environment, whose effect is assumed to vary by a negligible amount across the extent of 
the emitting object.

The Barnett–Loudon sum rule means the photon density of  states (and electromag-
netic mode density) should meet the same conservation law. Namely, departure from a 
vacuum to structured space will result in deviation of density of  states (modes) from 
the vacuum value defined by Eq. (5.15) in a way that overall changes integrated over 
0 < ω < ∞ will give zero. This important property is seen in Figure 5.6 for a cavity and 
is additionally illustrated in Figure 5.8 for a photonic crystal. Not only dips occur in the 
density of  states versus vacuum curve D( ) 2ω ω∝ , but also multiple frequency intervals 

Figure 5.8  Calculated photon density of 
states for a 3D photonic crystal whose design 
and band structure were presented in Figure 
4.20(c,d). The pink band indicates the band 
gap. The yellow line is ω2-like dependence 
inherent in a vacuum. Adapted from Busch et 
al. (2007), with permission from Elsevier.
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with enhancement of  the density of  states are apparent. In the low-frequency limit one 
has D( ) 2ω ω∝ , i.e., D( )ω  reduces to a vacuum since this corresponds to the effective 
medium case because a photonic crystal for waves much longer than its period looks like 
a homogeneous medium.

5.6	 MIRRORS AND INTERFACES

In front of a mirror, an atom, a molecule, or a tiny piece of solid (whose size should be 
much smaller than the light wavelength), e.g., a quantum dot, a nanorod, or a nanoplate-
let, will necessarily change spontaneous emission rate, lifetime, and angular distribution 
of emitted radiation in accordance with electromagnetic mode density modification. This 
phenomenon is shown in Figure 5.9. Note the oscillating character of lifetime deviation 
from its vacuum value, which is reached at a distance larger than the wavelength of emit-
ted light (620 nm). The theory reasonably describes the observed behavior. Proximity of a 
metal surface to the experiment shown in Figure 5.9 gives rise to luminescence quenching 
at distances shorter than the electron mean free path in the metal. This is the reason for 
rapid lifetime decrease for distances shorter than 40 nm. In the case of a dielectric multi-
layered periodic mirror, this quenching will not occur.

Every interface of  two dielectric media with different permittivities represents a reflect-
ing border. This border also changes mode density and lifetimes. Figure 5.9 shows the 
calculated radiative rate near the border of  dielectrics, one of  which is a vacuum or air 
with ε = 1, and another features higher permittivity up to 10 (e.g., a wide-band semicon-
ductor like ZnO or GaN). One can see that at distances comparable to or shorter than 

Figure 5.9  Radiative decay of an emitter in front of a 
mirror. Lifetime of Eu3+ ions in front of an Ag mirror 
as a function of separation between the Eu3+ ions and 
the mirror and the theoretical dependence obtained 
within the classical electrodynamics. Reprinted figure 
with permission from Amos and Barnes (1997). 
Copyright 1997 by the American Physical Society.
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the wavelength, the emission rate oscillates similarly to the data presented for a mirror 
(Figure 5.9). The period of oscillations equals half  of  the wavelength in the medium 
under consideration, the amplitude of  oscillations rising up for higher permittivity. The 
effect vanishes at distances considerably exceeding the wavelength value. Note that oscil-
lations occur with respect to radiation rate (lifetime) in a medium, not in a vacuum. In 
every medium with refractive index n > 1, mode density rises since wavelength falls down 
in proportion with n = ε1/2.

At first glance, when comparing density of states in a dielectric with refractive index n 
versus vacuum, simple substitution of c/n instead of c in Eq. (5.15) leads to n3 enhance-
ment for radiative decay rate, i.e., W n nW( )rad

3
rad
vacuum= . However, to account for the LDOS 

effect properly, one needs to consider the local field correction factor that accounts for the 
difference between the field at the emitter position and the field in the ambient medium. 
This factor arises owing to the presence of a small but finite-size emitter that changes the 
local electric field of an electromagnetic wave. Then, one has to deal with the following 
expression:

	 W n
F n
n

nW F n nW( ) .rad
loc
2

2
3

rad
vacuum

loc
2

rad
vacuum( ) ( )= 



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= 	 (5.27)

The simplest way to account for the local field factor is to use the known expression 
from classical electrodynamics. Under the impact of the external field, the internal field 
inside a particle reads

	
ε

ε ε
=

+
E E

3
2

,int 0
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in out

	 (5.28)

where εin is the particle dielectric permittivity and εout is the host medium dielectric per-
mittivity. Therefore, combining Eqs. (5.27) and (5.28) and assuming a purely dielectric, 
lossless case (εout = n2, εin = n2

in), one can write
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2 2
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An immediate example is the modified lifetime of semiconductor quantum dots in a 
dielectric matrix. Semiconductor quantum dots represent an interesting example of artifi-
cial atom-like objects with size-dependent spectra of light absorption and emission as well 
as decay rates. It is possible to further control their luminescent properties by means of 
environmental dependence of the intrinsic radiative lifetime. In Chapter 4 (Table 4.1), the 
general trend was outlined for dielectric properties of various materials. Namely, higher 
refractive indices are inherent in narrow-band materials that are transparent only well 
into the IR range. However, the same materials feature very small effective mass of elec-
trons, thus resulting in big shortwave shifts of the absorption edge. Therefore it is possible, 
starting from narrow-band original crystals, by means of nanometer-size restrictions to 
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move their transparency range significantly toward the visible (defined by electron and 
hole confinement) while having a refractive index close to that of the bulk parent crystal. It 
becomes possible as, far enough from the sharp absorption in the spectrum, the refraction 
index is defined mainly by the crystal lattice – e.g., narrow-band semiconducting crystal 
PbSe possesses rather high permittivity, ε = 23, which gives the modified decay rate.

Assuming 1outε =  and using Eq. (5.29), one has the decay rate W W0.014rad rad
vacuumε( ) =  

without any purposeful structuring of the matter on the light wavelength scale! Assuming 

outε ε→  (quantum dot solids), one has the upper limit W Wrad rad
vacuumε( ) → . One can see 

the dielectric environment changes lifetime about 70 times! And it actually manifests itself  
experimentally (Allan and Delerue 2004).

It is well known from numerous experiments that lifetimes of atoms and molecules also 
exhibit radiative lifetime dependence on solvent or matrix refractive indices. In many cases the 
approximate effect of the surrounding matrix can be estimated using Eq. (5.29), with nin = 1.

At the interface of the two dielectric media, lifetime oscillates with distance from the 
interface. A representative example is shown in Figure 5.10. From both sides of the inter-
face at great enough distance the rate tends to the constant value W n nW( )rad rad

vacuum= , 
whereas in close vicinity of the interface the rate oscillates around those values. Here, the 
local field correction factor was assumed to be equal to unity since the purpose of the cal-
culations was to reveal the interface effects on decay rate.

Note that Figures 5.9 and 5.10 present the data on lifetime modification, and the oscil-
lating character of the observed effects should not be treated as interference. Neither inter-
ference phenomenon can change the excited state lifetime of an atom or a molecule. However, 
interference phenomena in front of a mirror or at an interface change the electromagnetic 
wave propagation conditions and therefore modify the density of modes (photon states), 

Figure 5.10  Calculated decay rate of an atom near a dielectric vacuum interface for the four 
different values of dielectric permittivity. The dielectric area is shaded pink. Reprinted from Cho 
(2003) with permission of Springer.
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providing a hint of lifetime modification. Therefore one can say that there is correlation 
between various interference phenomena in light propagation and lifetime modification. 
Modification of lifetimes at the interface or in a thin dielectric film has been observed in 
numerous experiments and had even been applied to monitor the depth profile of fluores-
cent molecule displacement in certain biosystems.

Figure 5.11 presents an instructive experimental example from semiconductor photon-
ics. A double heterostructure consisting of a 500 nm-thick GaAs active layer and two 
AlGaAs barriers has been examined on substrates with different refractive indices. A spe-
cial technique has been elaborated to transfer the heterostructure from the original sub-
strate used in epitaxy to another one. The radiative recombination rate has been monitored 
versus substrate type, Brnp (number of events per cubic centimeter per second), where Br is 
the radiative recombination coefficient, and n (p) is electron (hole) concentration.

Yablonovitch et al. (1988) considered the case of radiative decay rate modification for 
a thin (thickness much less than emission wavelength) and thick (thickness exceeds wave-
length) layer with refractive index nint placed inside a medium with refractive index n. These 
authors found that for the thin layer the spontaneous emission rate should scale as

	 W n
n
n

W( ) ,rad
int

rad
vacuum∝ 	 (5.30)

and for the case of a thick layer,

	 W n
n
n

W( ) .rad

2

int
2 rad

vacuum∝ 	 (5.31)

In the experiment shown in Figure 5.10 there is a substrate (n = nsub) from one side of a 
thick film and air (n = 1) from another side. So, considering the average of two contribu-
tions, one has

Figure 5.11  Modification of spontaneous decay rate for a 500 nm-thick GaAs slab depending on 
substrate material refractive index. Adapted figure from Yablonovitch et al. (1988). Copyright 
1988 by the American Physical Society.
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The latter has been remarkably pronounced in the experiment, with three different sub-
strates, as is seen in Figure 5.11.

5.7	 MICROCAVITIES

There are numerous experimental evidences for enhancement of spontaneous emission 
in planar microcavities, spherical microcavities – often referred to as photonic dots – and 
also in cavities developed inside a photonic crystal. The pioneering example of lifetime 
modification was shown in Figure 5.7. Further to that example, it is important to highlight 
the following:

1	 Not only does lifetime go down, but experimentally measured luminescence intensity rises 
accordingly.

2	 The emission spectrum is squeezed into the available cavity modes.

3	 The radiation pattern and spectrum changes in accordance with the angular-dependent 
properties of a cavity in the case of a planar microcavity.

Experimentally documented 50-fold enhancement in photoluminescence intensity is pre-
sented in Figure 5.12, along with the apparent spectrum squeezing. The example is from 
erbium in silica, which is actually the active material of optical communication amplifiers. 

Figure 5.12  Photoluminescence spectra of Er ions 
in silica in and out of a planar cavity composed by 
two multilayer mirrors, so-called distributed Bragg 
reflectors (DBRs). Adapted from Schubert (2006).
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Therefore, one can see that the basic phenomenon of spontaneous decay modification of 
matter by a cavity allows for straightforward experimental implementation in terms of 
luminescence enhancement.

Notably, real cavities, even planar ones, are essentially 3D structures. Therefore to cal-
culate modification of spontaneous emission one has to involve not only cavity resonant 
modes that are normal to the planar mirrors, but oblique ones as well. A portion of oblique 
modes may offer efficient additional emission channels by means of waveguiding. Therefore, 
experimental results are not as impressive as the simple Eqs. (5.19) and (5.20) predict, but 
nevertheless do demonstrate the solid base the theory suggests for photonic engineering.

5.8	 PHOTONIC CRYSTALS

In a photonic crystal, there are no propagating modes within the band gap and there-
fore photon density of states rapidly drops to zero at the band edges. However, near the 
band edges photon DOS noticeably exceeds the vacuum value (see Figure 5.7) so that the 
Barnett–Loudon sum rule is met. Therefore, the spontaneous emission rate in a photonic 
crystal will be either inhibited or enhanced depending on spectral position with respect to 
the band edge(s). This is illustrated in Figure 5.13, where calculations made for an atom in 
an infinite photonic crystal are shown. One can see that far from the band edge the decay 
rate tends toward its vacuum value.

Figure 5.13  Calculated decay rate within the assumption of the perturbative approach of a 
two-level quantum system in a photonic crystal normalized with respect to vacuum rate versus 
normalized dimensionless detuning of the transition frequency with respect to photonic band gap 
edge. The dashed line shows the vacuum rate. Adapted from Lambropoulos et al. (2000). © IOP 
Publishing. Reproduced with permission. All rights reserved.
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In the case of a photonic crystal bordering a continuous ambient medium, the effect 
of the photonic crystal on spontaneous emission rate versus position of a probe emitter 
with respect to photonic crystal surface is similar to the situation discussed in the previous 
paragraph. Calculations for this case are presented in Figure 5.14. One can see that, by 
and large, the situation presented in Figure 5.14 is valid for an emitter outside a photonic 
crystal slab vanishing at a distance of about 300 nm. The bluish side of the gap features a 
stronger effect on lifetime than the reddish side.

The experimental demonstration of the photonic band gap effect on spontaneous 
emission rate is presented in Figure 5.15. Semiconductor crystalline material GaInAsP 
exhibits luminescence near 1.5  µm and is used to fabricate photonic crystal slabs with 
various periods from 350 to 500 nm to develop photonic band gaps in various spectral 
ranges with respect to the intrinsic luminescence spectrum. One can see that every case 
in which the emission spectrum falls inside the band gap, the spontaneous decay curve 
shows pronounced slow-down, which is evidence of inhibition of spontaneous emission. 
In Figure 5.15(b), emission spectra of slabs are shown measured in the vertical direction. 

Figure 5.14  Modified spontaneous emission rate of a model dipole emitter near the surface 
of a 2D photonic crystal membrane. (a) Emission rate normalized to the vacuum rate versus 
normalized frequency (a is the crystal period) for an x-oriented dipole at the central hole of a 
photonic crystal membrane. (b) Emission rate modification as a function of the height of a dipole 
above the PC membrane. Diamonds, circles, and squares show data for frequencies below, in, and 
above the gap, respectively. The shaded region shows the range of positions in the membrane. 
Adapted from Koenderink et al. (2005), with the permission of OSA Publishing.
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Notably, when the decay exhibits slowing down, luminescence intensity detected in the 
vertical direction rises. This is an important result indicating modification of the angu-
lar pattern of emitted radiation. It reflects an angular redistribution of photon density 
of states. Density of states for frequency range within the band gap tends to zero in the 
sample plane, but at the same time enhances otherwise. This phenomenon correlates with 
angular-dependent transmission. Transmission is extremely low within the sample plane 
because of high reflection (stop band) and is high along the direction normal to the sample 
surface. This is illustrated in Figure 5.15(d).

Another issue worthy of a closer look is luminescence kinetics. Since luminescence 
intensity exhibits angular redistribution following photon density of states’ redistribution, 
will kinetics be different for different detection angles? The answer is “no.” Luminescence 

Figure 5.15  Modification of spontaneous emission in semiconductor 2D photonic crystal slab. (a) 
Image of photonic crystal slab; (b) luminescence spectrum in the vertical direction superimposed 
over the band gap position; (c) luminescence decays; (d) anisotropic emission patterning. 
Reprinted with permission from Macmillan Publishers Ltd.; Noda et al. (2007).
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kinetics monitors the number of excited emitters, which reduces with time owing to pho-
ton emission into all possible modes. Therefore, kinetics do not depend upon the emission 
channel chosen for monitoring the decay process.

5.9	 NANOPLASMONICS

In Chapter 4 we saw multiple examples of local concentration of the incident electro-
magnetic field near metal nanobodies. Spatial concentration of electromagnetic energy 
is a hint toward enhanced density of photon states. Therefore, the spontaneous emission 
rate should also rise for an emitter near a metal nanobody. Analysis and experimental 
implementation of this phenomenon for sensors and light-emitting devices constitutes an 
important part of nanoplasmonics.

The modified radiative rate of a dipole near a metal nanobody can be calculated as
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where d0  is the emitter dipole moment in vacuum, and dδ  is the induced dipole moment 
that a nanoparticle acquires in the presence of an emitter. For a spherical nanoparticle 
whose size is small compared to the emission wavelength (i.e., scattering contribution to 
the extinction is ignored), analytical expressions can be derived (Klimov 2009):
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Here, the “norm” subscript indicates the radial orientation of a molecule dipole moment 
with respect to a spherical nanoparticle surface (see insert in Figure 5.15), whereas the 
“tang” subscript implies its tangential orientation with respect to a spherical nanoparticle 
surface. Numerical calculations with the correct account of scattering contribution show 
that these formulas are relevant for metal nanospheres with diameter up to 20 nm. For 
bigger nanospheres only numerical modeling becomes appropriate. Extensive modeling 
shows that normal orientation of a dipole with respect to a metal nanoparticle surface is 
more favorable than the tangential ones in terms of plasmonic enhancement of lumines-
cence. For normal orientation, explicit relations that allow calculation of radiative and 
nonradiative transition rates with the finite size of a metal nanoparticle taken into account 
read (Klimov and Letokhov 2005):
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is one of the Mie coefficients for the field reflected from a metal nanoparticle surface, in 
which primes denote derivatives, a is metal nanoparticle radius, and ε  is the metal com-
plex dielectric permittivity. When an emitter is moved far from the metal nanoparticle, i.e., 
when k r0 0 → ∞  holds, one has / 1rad 0γ γ →  and / 1rad nr 0γ γ γ( )+ → , and then Q Q0→  is 
the case.

Figure 5.16 represents sample calculations for the radiative decay rate modification by a 
silver nanoparticle in air for the most favorable, normal, orientation of an emitter dipole 
moment. Radiative decay rate γrad is calculated with respect to its value for the same emit-
ter in a vacuum γ0. One can see that the effect can reach two orders of magnitude and 
depends on emission wavelength, nanoparticle size, and emitter–nanoparticle spacing Δr. 
Enhancement vanishes for Δr > 100 nm. The spectral shape of the enhancement graphs 
remarkably correlates with the size-dependent extinction spectra (Figure 5.17).

Unfortunately, metal proximity promotes fast nonradiative decay of an excited emitter. 
In this process, energy stored in an excited emitter is nonradiatively transferred to metal, 
resulting in metal heating instead of photon emission. This effect is often referred to as 
luminescence quenching. Enhancement of the nonradiative decay rate is very big and typ-
ically dominates enhancement of the radiative decay rate at close distances, then rapidly 

Figure 5.16  Calculated enhancement of spontaneous radiative decay rate versus emission 
wavelength for a dipole near a spherical silver nanoparticle (diameter ranging from 20 to 100 nm) 
in air at distance Δr = 5 nm and 10 nm. The dipole moment is normal to a particle surface (insert). 
Courtesy of D. V. Guzatov.
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falls with distance, vanishing at Δr > 50 nm. In Figure 5.18, nonradiative decay rate γnr is cal-
culated with respect to the radiative decay rate for the same emitter in vacuum γ0. Different 
distance and size dependencies of radiative and nonradiative rates offer a possibility to 
choose optimal metal–emitter spacing where radiative rate enhancement can be bigger 
than nonradiative enhancement. Notably, size-dependent radiative rate enhancement 
follows size-dependent extinction spectra and contains a size-dependent peak moving to 
longer wavelengths for bigger metal particles. However, nonradiative decay enhancement 
is nearly size-independent and is defined mainly by the intrinsic silver dielectric function 
rather than by size-dependent extinction. Therefore, bigger metal nanoparticles in many 
cases appear to be more efficient for luminescence enhancement since these allow for radi-
ative rate enhancement to overtake nonradiative rate enhancement.

When speaking about plasmonic effect on luminescence, the important figure of merit 
is quantum yield modification, Q/Q0 where Q and Q0 read

Figure 5.17  Calculated extinction spectra of silver 
spherical nanoparticles in air. Numbers indicate the 
diameter. Reprinted from Guzatov et al. (2018a) under the 
Creative Commons License.

Figure 5.18  Calculated enhancement of nonradiative decay rate versus emission wavelength for a 
dipole near a spherical silver nanoparticle (diameter ranging from 20 to 100 nm) in air at distance 
Δr = 5 nm and 10 nm. Courtesy of D. V. Guzatov.
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with γint being the internal intrinsic nonradiative decay rate of an emitter in a vacuum. 
This internal intrinsic nonradiative path may arise, e.g., from singlet-to-triplet state tran-
sition in a molecule, energy transfer processes in molecular or quantum dot ensembles, 
or non-desirable impurity or surface states promoting recombination in semiconductor 
nanostructures. Because of this internal nonradiative decay channel, quantum yield of 
many emitters is less than 1. If  this is the case, quantum yield can be enhanced with metal 
nanoparticles. The representative calculations are shown in Figure 5.19 for a hypothetical 
emitter with Q0 = 0.1 and silver nanoparticles. One can see that for distances of about 
10 nm the original quantum yield Q0 = 0.1 can be enhanced by a factor of 3–5. In all cases, 
however, even being enhanced, quantum yield is still noticeably less than 1. Higher original 
quantum yield can experience lower enhancement, and for Q0.5 10< < , metal nanoparti-
cle(s) typically cannot increase quantum yield.

The results presented in Figure 5.19 for quantum yield enhancement can be directly 
applied to electroluminescent devices, including semiconductor LEDs and OLEDs 
(organic LEDs). Metal nanoparticles of the proper size and appropriately displaced at 
the optimal distance (5–10 nm) from the interface where electron–hole pairs recombine 
can raise internal quantum efficiency in accordance with Eq. (5.35), with corresponding 
increase in the output electroluminescence intensity,
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Here, internal nonradiative rate intγ  is written as Q Q(1 ) /int 0 0γ = −  to emphasize that 
enhancement of electroluminescence intensity is fully defined by the intrinsic value Q0 (the 

Figure 5.19  Modification of the quantum yield Q/Q0 for an emitter near a silver spherical 
nanoparticle in air versus emission wavelength λ and metal–emitter spacing Δr. Reprinted from 
Guzatov et al. (2018a) under the Creative Commons License.
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emitter property) and the radiative and nonradiative decay enhancement factors, /rad 0γ γ  
and /nr 0γ γ , respectively (the plasmonic effects).

Photoluminescence has an additional option to experience plasmonic enhancement, 
namely incident electromagnetic field enhancement E E2

0
2 , which has been discussed 

in detail in Section 4.7 (Figure 4.34). Local increase in incident light intensity gives rise to 
higher excitation (absorption) rate, and photoluminescence intensity rises accordingly. The 
overall plasmonic effect on photoluminescence intensity is expressed as
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Now the problem actually breaks down into two subtasks. First, one needs to calculate 
the local field enhancement factor at a given point near a metal nanobody for excita-
tion wavelength. Then, one needs to calculate radiative and nonradiative decay rates, and 
enhancement versus spontaneous decay rates in a vacuum. In the first subtask, polariza-
tion of incident light is important. In the second subtask dipole moment orientation of 
an emitter is essential. Calculations show that the optimal alignment is when the incident 
light E vector and the emitter dipole moment are aligned along the line connecting the 
given point with the nanoparticle center (see the insert in Figure 5.20(c)). The problem 
appears to become a complicated multiparametric task: (1) incident field polarization and 
its wavelength should fit conditions for strong incident intensity enhancement and at the 
same time its wavelength should fall into the absorption maximum; (2) dipole orienta-
tion should fit the above alignment and at the same time correspond to strong enhance-
ment of radiative decay rate; (3) spacing should be adjusted to perform the most favorable 
combination of intensity rise and quantum yield minimal loss – or better, quantum yield 
gain – whenever possible. Further parameters are metal type, nanoparticle shape, and nan-
oparticle mutual displacement/distance. The general recipe is to put excitation wavelength 
(absorption maximum) close to extinction resonance, whereas emission wavelength should 
be kept somewhat at longer wavelengths, which is typical for photoluminescence (an emit-
ted quantum is typically smaller than the absorbed one).

Figures 5.20 and 5.21 give the two representative examples of modeling attempted to 
evaluate the most favorable conditions for experimental implementation of photolumi-
nescence enhancement of a dipole emitter with a spherical silver nanoparticle. In Figure 
5.20 the fixed parameter is the emission wavelength – 530 nm (green light) is chosen. Then, 
excitation wavelength and metal–emitter spacing are treated as arguments and nanoparti-
cle diameter is an adjustable parameter. Incident field and dipole moment versus nanopar-
ticle alignment are used in the most favorable configuration, as is shown in the insert. An 
ideal emitter with Q 10 =  is considered. 50 nm particles were found to promise the maximal 
enhancement of photoluminescence intensity (50 times); however, it occurs when excita-
tion is performed near 400 nm (extinction maximum), which often does not correspond 
with the absorption maximum for a typical 530 nm emitter. For example, fluorescein, an 
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organic commercial fluorophore for 530  nm, has its absorption peak near 500  nm. In 
this case, bigger particles (e.g., 100 nm diameter) appear to be more efficient since their 
extinction maximum shifts to a longer wavelength and in the spectral ranges of interest 
(excitation at 500 nm, emission at 530 nm) offers better combination for overall photolu-
minescence enhancement factor. The optimal distance typically ranges from 5–6 nm to 
10–12 nm. Theoretical predictions have been reasonably confirmed experimentally (Figure 
5.20(d)).

Figure 5.21 shows optimization results for the case in which the excitation wavelength 
is fixed at 450 nm and the emission wavelength scans to longer wavelengths within the vis-
ible. This task directly corresponds to a white LED, in which a blue semiconductor LED 
excites color-converting phosphor to get white light for lighting (see Figure 5.3, right-hand 
panel). One can see that manifold photoluminescence intensity enhancement becomes fea-
sible, essentially owing to the fact that for the ambient medium with n = 1.5 (a typical 

Figure 5.20  Plasmonic enhancement of molecular luminescence near a spherical silver particle. 
(a–c) Calculations; (d) experiment. See text for details. Adapted with permission from Guzatov et 
al. (2012). Copyright 2012 American Chemical Society.
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polymer), extinction maximum is close to 450 nm (see Figure 4.34), the prerequisite excita-
tion wavelength.

When comparing theoretical results in Figures 5.20 and 5.21, a possibility exists to eval-
uate the role of the ambient refraction index in nanoplasmonic luminescence enhance-
ment. One can see that for the same excitation wavelength (450 nm) nm = 1.5 suggests much 
higher enhancement than nm = 1. At the same time, the optimal distance falls from 5–7 nm 
to 3–4 nm. This is not surprising and can be explained in terms of the size/wavelength 
ratio, where wavelength should be considered in the ambient medium. Then, changing 
refractive index gives rise to the above ratio change with the corresponding shift of extinc-
tion spectra. This shift changes radiative decay graphs similarly to the effect of size change, 
but does not affect nonradiative graphs since the latter are independent of size. Therefore, 
using a highly refractive ambient medium can considerably increase positive impact of 
plasmonics on luminescence efficiency.

Figure 5.21  Calculated enhancement factor for intensity of a phosphor photoluminescence near 
an Ag nanoparticle with diameter 30 to 6 nm as a function of emission wavelength and spacing; 
excitation wavelength is 450 nm. Intrinsic quantum yield Q0 = 1, and ambient medium refractive 
index nm = 1.5. Reprinted from Guzatov et al. (2018b).
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Radiative lifetime experiences even more dramatic enhancement in more complicated 
metal nanostructures as compared to a single solid sphere. Figure 5.22 shows the case of a 
three-axial silver ellipsoid, and Figure 5.23 presents results for a couple of spherical parti-
cles. One can see that up to 103-fold acceleration of radiative decay rate is possible in both 
cases. To evaluate the overall effect on electroluminescence intensity, nonradiative decay 

Figure 5.22  Modification of the radiative decay rate of a probe dipole near a silver nanoellipsoid 
with respect to a vacuum. The black arrow shows the dipole moment orientation. Calculations are 
made for emission wavelength 632 nm. a1/a2/a3 = 0.043/0.6/1. Adapted from Guzatov and Klimov 
(2005), with permission from Elsevier.

Figure 5.23  Modification of radiative decay rate of a probe dipole near two spherical silver 
nanoparticles with respect to a vacuum. The black arrow shows the dipole moment orientation. 
Calculations are made for emission wavelength 400 nm. Courtesy of D. Guzatov.
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rates should be examined as well. To evaluate photoluminescence intensity enhancement, 
incident light intensity enhancement analysis should be involved as well (see Figure 4.34). 
Such general extensive studies involving interplay of all the above factors for complicated 
metal systems have not been performed to date.

5.10	 NANOANTENNAS REVISITED

In Chapter 4 we saw that the radiophysical notion of antenna can be extended to the 
optical range of the electromagnetic spectrum, and multiple examples of incident light 
concentration have been provided to demonstrate that optical antennas enable higher 
light absorption similar to radio or TV antennas, enabling more efficient detection of 
radiowaves. There is an important principle in classical electrodynamics, the reciprocity 
principle, which states that once a system enhances detection (i.e., absorption) of elec-
tromagnetic radiation it should necessarily promote (enhance) its emission at the same 
wavelength. Because of this principle, radio antennas can equally improve both detection 
of radiation by a radio or TV and its emission by a transmitter.

There is a definite convergence of classical and quantum electrodynamics that manifests 
itself  in the optical nanoantenna notion. Every system promoting incident light concentra-
tion will necessarily enhance light emission at the same wavelength (frequency). Multiple 
examples of spontaneous radiative decay rate enhancement by a single metal nanoparticle 
or by a more complicated nanoparticle arrangement given in the previous section can all 
be interpreted in terms of the nanoantenna notion.

However, classical electrodynamics cannot explain how atom(s) or any other quantum 
system, e.g., an electron–hole pair (exciton) in a semiconductor emits light. There are 
no discrete transitions in atoms and there are no photons in classical electrodynamics. 
Nevertheless, taking de fide the concept of photon emission in the course of quantum 
jumps, we can efficiently use classical equations to calculate modification of transition 
rate in various nano-environments. In other words, while the classical electrodynamics 
cannot explain the event of photon emission in the course of downward transition of an 
excited atom or a molecule, it is capable of offering the computational technique for its 
rate calculation. Therefore, the nanoantenna-based approach should be treated as a useful 
computational procedure provided that we understand that photon creation in the course 
of a quantum system downward relaxation by no means can be derived or explained by 
classical radiophysical techniques.

This remarkable convergence does manifest itself  in the definition of LDOS for pho-
tons, which is based on the statement that modification of photon LDOS with respect to 
a vacuum can be calculated as a modification of the emission rate for a classical dipole 
placed in the same position, where the photon LDOS value is sought (see discussion in 
Section 5.4, especially related to Eq. (5.25)).
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The nanoantenna notion can even shed more light on understanding of the essence of 
local DOS in optics. Once we accept that high LDOS objects in optics mimic radiophysical 
antennas, we understand that high LDOS values mean the capability of arranged material 
objects to concentrate energy contained in electromagnetic waves. Therefore, once there 
is evidence or expectation for local concentration of lightwave energy in space, one can 
speak about a similar concentration of LDOS in the same place (point) of space. The 
difference is that for incident electromagnetic radiation, concentration effects occur with 
respect to real lightwaves, whereas when speaking about LDOS we consider imaginary 
probe waves as if  concentration of these waves is analyzed. Note that when considering 
photoluminescence, the incident field enhancement and LDOS are to be examined for dif-
ferent frequencies; therefore, the incident field calculation to be absorbed by an emitter will 
not necessarily ensure similar enhancement of LDOS. This becomes clear if  one recalls the 
Barnett–Loudon theorem (Section 5.5) stating that DOS redistributes over the frequency 
scale and therefore favorable light concentration at incident light frequency may not be 
followed by similar DOS enhancement.

An antenna modifies power radiated by a classical emitter by a factor F
antenna, which 

reads (Bharadwaj et al. 2009)
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Here, P0 is the emitter power in free space, Prad is the power emitted in the presence of an 
antenna, Pantenna loss describes undesirable losses because of non-ideality of an antenna, 
and ηi stands for the intrinsic internal losses in the emitter itself. Comparing this formula 
with Eq. (5.38), one can see it has the same structure as the modified quantum yield of an 
emitter near a metal nanostructure. Moreover, all rates in Eq. (5.38) transform into appro-
priate powers by multiplying the energy carried by a photon, ω. Thus, consideration of 
radiophysical (classical) terms merges with the quantum one.

Consideration of the antenna effect on a classical emitter described by Eq. (5.40) shows 
that only in the case 1iη <  can the antenna enhance the emitted power, whereas for an 
ideal emitter without internal losses (i.e., 1iη = ) the antenna will always reduce the emitted 
power because of unavoidable losses of an antenna itself. This fully coincides with plas-
monically enhanced spontaneous emission – namely, only intensity of an imperfect emitter 
with Q0 < 1 can be enhanced, whereas for a perfect emitter (Q0 = 1) intensity will always be 
reduced because of nonradiative losses promoted by proximity of a metal nanobody. The 
analogy of optics with radiophysics is complete for the case of electroluminescence; how-
ever, for the case of photoluminescence, metal-induced losses of quantum yield are often 
superimposed and overtaken by incident field enhancement (see Figure 5.20(c)).

Does the above link between classical and quantum electrodynamics provided by the 
optical antenna notion exhaust its usefulness for nanophotonics? Surely, it does not. Not 
only the elegant bridge between radiophysics and optics is established, but also the antenna 
design can be borrowed from radioengineering and used in photonic devices. A simple 
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dipole antenna, bowtie antenna, and Yagi–Uda antenna shown in Chapter 4 (Figure 4.35) 
can be used in photonics both for incident intensity concentration in photoluminescence 
and for emissivity enhancement in photo- and electroluminescent devices. One should 
bear in mind that electroluminescence enhancement is possible for emitters with Q0 < 1, 
whereas for optical excitation, luminescence enhancement can be observed even for perfect 
emitters with Q0 = 1. Though for optical excitation in accordance with Eq. (5.39), lower 
Q0 enables huge enhancement factors since the metal-induced nonradiative path is not so 
sensible because it is added to already existing internal losses. For example, for molecules 
with low intrinsic quantum yield, experiments with a gold bowtie antenna made it possible 
to obtain photoluminescence enhancement of the order of 103 (Kinkhabwala et al. 2009). 
It is also important that optical antennas can help to enhance emission directivity, which 
can be useful in certain applications.

5.11	 CONTROLLING EMISSION PATTERNS

A plane light source which features equal brightness over the surface in the far field obeys 
Lambert’s law, known since 1760. It states that intensity I has a peak for the normal direc-
tion with respect to the surface and follows cosine dependence on the observation angle Θ,

	 I I( ) cos .maxΘ = Θ 	 (5.41)

The relevant radiation pattern is referred to as Lambertian. It is presented in Figure 5.24 
in Cartesian and polar coordinate systems. Many films and crystals with plane surfaces 
exhibit radiation patterns close to the Lambertian one.

Complicated topology of a light-emitting system gives rise to non-Lambertian pat-
terns – e.g., if  a phosphor is embedded inside a 2D photonic crystal slab, the radiation 
pattern is redistributed, featuring enhancement of emissivity along the directions where 
the medium is homogeneous and inhibition in the directions (planes) where the medium 

Figure 5.24  Lambert’s law in (a) Cartesian and (b) polar systems.
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possesses a periodic refractive index (Figure 5.25). This phenomenon can be attributed to 
photon density of states effect and can be purposefully used to increase light extraction 
efficiency in LEDs.

Optical antennas offer another way to modify the emission pattern of a point-like 
light source, similar to radiowaves patterning in radio transmitters. Several groups have 
reported on directional emission for quantum dots coupled to lithographically fabricated 
Yagi–Uda antennas (Maksymov et al. 2012). The same effect should also be observed for 
other possible dielectric and metal–dielectric nanostructures featuring light confinement 
and photon density of states modification with respect to vacuum or air.

It should be emphasized that neither of the above examples should be treated as a filtering 
phenomenon. A filter alters light intensity from a detector side, but cannot modify an emit-
ter’s properties. A photonic crystal and a nanoantenna modify angular emission diagrams 
simultaneously with modification of the decay rates (lifetimes) of emitters owing to modi-
fication of space properties on the subwavelength scale, i.e., it is not a kind of small pocket 
flash effect. No light beam can be drawn within each of the above schemes. Both above 
examples mean that space arrangement near an emitter changes photon density of states.

Conclusion

•	 Excited matter spontaneously emits light in portions called light quanta, or photons.

•	 Photons are emitted in the course of quantum downward transitions of electrons in 
atoms, molecules, and solids.

•	 The probability of spontaneous downward transitions of every quantum system is 
inversely proportional to its lifetime and is defined by the intrinsic properties of a system 
in question and the capability of space to maintain electromagnetic wave existence and 
propagation at the frequency E / ω = , with E being the energy difference between the 
upper and lower states of the system.

Figure 5.25  Radiation patterns of Eu-based phosphor deposited on a silicon wafer (blue squares) 
and embedded in nanoporous alumina (red circles).
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•	 Space capability to maintain electromagnetic wave existence and propagation at ω 
frequency is described by means of electromagnetic mode density (density of modes, 
DOM) which reads

D c( ) /2 2 3ω ω π=

for a vacuum or another continuous medium with refractive index n = 1. DOM depends 
on dielectric properties of space, including topology of space inhomogeneities, and can 
be calculated for a given point using Green’s functions. Spontaneous emission rate (num-
ber of transitions per second) is proportional to DOM. DOM is the common and basic 
notion of all waves, e.g., acoustic waves, not necessarily electromagnetic ones, and does 
not directly relate to light emission.

•	 When speaking about photons, the density of modes notion evolves to the photon den-
sity of states (DOS).

•	 Areas of space with pronounced singularities, e.g., a microcavity or a tiny piece of metal, 
are characterized by the local density of states (LDOS), which to a large extent describes 
the ability of space to accumulate electromagnetic energy and can be characterized in 
terms of the Q-factor by analogy with other systems related to oscillations and energy 
storage/release (LC-circuits in electric engineering and pendulums in mechanics).

•	 Modification of DOM (photon DOS and LDOS) by means of space organization on 
the optical wavelength scale offers a way to control spontaneous emission rate and 
directionality. The actual scaling factor is half- or quarter-wave length divided by the 
refraction index of inhomogeneity(ies) so that for semiconductor nanostructures in the 
visible spectrum it measures about 50–100 nm. For every given point of space the over-
all change in DOS features redistribution over frequency scale, and all cases of DOS 
enhancement in certain frequency range(s) are necessarily compensated by the opposite 
DOS change otherwise, so that the total DOS at every given point calculated over a wide 
frequency range remains the same as in a vacuum.

•	 Microcavities, photonic crystals, interfaces, and metal–dielectric nanostructures change 
photon density of states significantly.

•	 Lifetime engineering using metal–dielectric nanostructures is an essential part of nano-
plasmonics, along with using metal–dielectric nanostructures to perform concentration 
of light. Plasmonic nanostructures simultaneously offer incident light concentration and 
radiative decay enhancement, but also enhance nonradiative losses. In the case of a per-
fect emitter with quantum yield = 1 (internal quantum efficiency), photoluminescence 
can be enhanced by means of absorption enhancement overtaking quantum yield losses. 
Electroluminescence can be enhanced with plasmonic nanostructures for emitters with 
quantum yield < 1 only. Plasmonic nanostructures reduce lifetime for all emitters, and if  
this effect is not accompanied by high quantum yield losses, it can be used to accelerate 
modulation speed in light-emitting systems, including semiconductor LEDs.
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•	 Many issues related to lifetime engineering by means of lightwave confinement can be 
treated in terms of nanoantenna effects bridging radiophysics and optics and providing 
an efficient route to mimic certain radiophysical devices in optics. This analogy reflects 
a definite convergence of classical and quantum electrodynamics and offers an efficient 
computational approach for lifetime engineering in nanophotonics. However, since there 
are no photons in classical electrodynamics, we still need quantum physics to explain 
light emission by excited matter.

Problems

  5.1	 Derive Eq. (5.4), starting from Eq. (5.3).
  5.2	 Based on Eq. (5.3) or (5.4), derive and analyze the value of photon energy or wave-

length in the emission maximum of a black body depending on temperature.
  5.3	 Explain physical limits for efficiency of incandescent lamps.
  5.4	 Explain differences in emission spectra for different light sources (incandescent 

lamps, luminescent gas mercury and sodium lamps, semiconductor LEDs).
  5.5	 Compare the relation expressed by Eq. (5.8) with the formula for resistance 

of  a number of  parallel resistors. Explain the physical reason for the apparent 
similarity.

  5.6	 Derive electromagnetic mode density D(λ) in a vacuum. Highlight this term in Eq. 
(5.4).

  5.7	 Recall a number of typical cases in which structuring of space will result in modi-
fied light emission.

  5.8	 Consider Figure 5.8 and compare it to Figure 4.9 for a dispersion curve in the long-
wave limit.

  5.9	 Explain different factors for photo- and electroluminescence in plasmonic 
nanostructures.

5.10	 Compare extinction spectra for metal nanoparticles in media with n = 1 (Figure 
5.17) and 1.5 (Figure 4.32) and explain the difference.

5.11	 Explain why plasmonic enhancement of luminescence rises similarly for higher 
refraction of an ambient medium and for bigger metal nanoparticle sizes. Hint: 
consider nanoparticle size versus wavelength.

5.12	 Explain similarities of spontaneous emission enhancement in a complex medium 
versus the antenna effect in radiophysics.
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   6 

  6.1     stiMuLated eMissiOn, absOrPtiOn saturatiOn, 
and OPticaL gain 

        6.1.1     a two-level system at high intensities 

 Absorption and emission of light occurs by means of the balance between upward and 
downward transitions in atoms, molecules, and solids. Upward transitions are always 
stimulated, i.e., their rate is proportional to the density of energy in the input radiation 
interacting with a quantum system. Downward transitions can occur in two ways. The 
fi rst way is spontaneous downward transitions; the second is stimulated transitions. At 
low- intensity input radiation, population of upper states is typically much lower than pop-
ulation of the ground state. In this case, downward stimulated transitions only slightly 
contribute to the overall balance and the matter emits light in the form of luminescence, 
with luminescence intensity being in proportion to input radiation (see  Chapter 5 ). The 
portion of absorbed energy rises directly proportional with input intensity. This is called 
the  linear optics  regime, to emphasize that absorbed and emitted light intensity grows in a 
linear fashion with input intensity. 

 stimulated emission and lasing 

         Stimulated transitions in quantum systems represent the principal background for laser oper-

ation. Lasers play important roles in daily life and form a valuable part of photonics. Though 

the fi rst lasers were supposed to have an impact on material processing owing to extreme 

energy concentration, currently the main applications of lasers are not based on high-energy 

abilities, but essentially on their compactness, cheapness, and effi ciency. Optical communi-

cation, laser printers, and DVD players are the most common laser applications, and here 

semiconductor lasers are defi nitely unsurpassed. In this chapter we provide a brief introduc-

tion to the principles of laser operation and laser device engineering to emphasize where 

nanostructures can be useful and which components of lasers can be improved by means of 

nanophotonic solutions. Because of the scope of this book, a brief explanatory style is used 

which may confuse laser experts but at the same time may still appear complicated for new-

comers. This chapter may appear complicated for readers not at all familiar with lasers, and 

in this case appropriate textbooks are suggested for further reading. 
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6.1  Stimulated emission, absorption saturation, and optical gain 189

The situation changes dramatically when input intensity rises, so that upper state pop-
ulation grows and can become comparable to the ground state population. Neglecting the 
background thermal radiation, we can write the simple and instructive rate equation for a 
two-level system,

	 Bun Bun An ,1 2 2= + 	 (6.1)

which is to be examined together with the conservation condition

	 n n N.1 2+ = 	 (6.2)

Here, n1, n2, and N are the ground state, excited state populations, and total number of 
atoms or molecules in the system in question; u is the radiation density, and A and B 
are Einstein coefficients for spontaneous and stimulated transitions, respectively. We will 
examine what happens with populations n1 and n2 upon unlimited growth of radiation 
energy density u. An elementary calculation gives rise to the relations
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One can see that at low u ground state, population is close to N, and excited state popu-
lation is close to zero. Then, with growing u infinitely, both populations tend to N/2. In 
this case, the rate of stimulated upward transitions equals the rate of simulated downward 
transitions, i.e., in Eq. (6.1) Bun Bun1 2=  holds, whereas the intensity-independent An2 term 
can be neglected.

The absorption coefficient α, defining intensity attenuation by a slab of matter (see Eq. 
(4.63)) is related to the difference between rates of upward and downward stimulated tran-
sitions, i.e., α = α(u) and reads

	 u
n u n u
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For infinitely growing u, absorption coefficient tends to zero. Then, transmission coeffi-
cient T of  a slab of matter with thickness L which is defined by the familiar Bouguer law,

	 T I L I e( ) / ,L
0= = α− 	 (6.5)

tends to 1, i.e., initially absorbing matter looks absolutely transparent. Does this mean the 
matter does not absorb electromagnetic energy? Not the case. The matter absorbs as much 
energy per unit time as it is capable of  doing. Therefore, this phenomenon is called absorp-
tion saturation. Rewriting Eq. (6.4) in terms of intensity (W/cm2) instead of u, one has

	 I
I I

( )
1 /

,0

sat

α α
=

+
	 (6.6)
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where Isat is termed saturation intensity and depends on material parameters B, A, and N. 
Isat defines intensities where absorption becomes nonlinear. The absorbed power W (W/
cm3) is the product of intensity and absorption coefficient,

	 α α α= =
+

 →→∞W I I I I
I I

I( ) ( )
1 /

,I0

sat
0 sat 	 (6.7)

and tends to its maximal possible value, which reads W Imax 0 satα=  and is fully defined by 
the material parameters (Figure 6.1(b)).

Semiconductor quantum dots represent a discrete-level system in which absorption 
saturation is strongly pronounced. A typical example is given in Figure 6.1(c), where 
intensity-dependent optical density D Tlg= −  is shown for a commercial cutoff  filter 
based on silicate glass containing CdSxSe1−x quantum dots upon excitation by 10 ns laser 
pulses. One can see that transmission rises from about 0.001 to nearly 1, i.e., the material 
becomes transparent.

6.1.2	 Multilevel system at high intensities

Absorption coefficient resulting from transitions between any pair of levels in a quantum 
system depends on population difference between upper and lower states, similar to Eq. 
(6.4). In a system with more than two levels, upper state population can become higher than 
the lower state one. This situation is called population inversion. In this case, the absorption 
coefficient acquires a negative value and absorption changes to optical gain. Propagation 
of radiation through a slab of matter still follows the Bouguer law (Eq. (6.5)), but since α is 
negative, attenuation changes to amplification. Light Amplification by Stimulated Emission 
of Radiation gave rise to the laser notation. Figure 6.2 shows how population inversion can 
be obtained.

Figure 6.1  Absorption saturation. (a) Optical transitions and rate equations for a two-level system; (b) 
absorption coefficient and absorption power versus intensity; (c) experiment for quantum dots in glass – 
dependence of optical density and transmission on light intensity.
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6.1  Stimulated emission, absorption saturation, and optical gain 191

At low incident light intensity with frequency corresponding to 1 → 2 transitions, 
populations of  levels 2 and 3 are much less than that of  level 1. Atoms or molecules 
excited to level 2 experience fast relaxation to level 3, which dominates direct sponta-
neous transitions to level 1, i.e., the system in question meets the condition A23  A21. 
Then, under condition that A23  A31 after the time period about 1/A23, the popula-
tion of  level 3 will become higher than that of  level 1. Therefore, for radiation whose 
frequency corresponds to E3 − E1 energy separation, stimulated downward transitions 
rate (shown by a wide red arrow in Figure 6.2) will always dominate over the stimu-
lated upward transitions rate. Intensity of  radiation meeting the resonance condition 
between third and second levels will be amplified in the course of  propagation through 
such a medium. When the condition A23  A21, A31 is met, level 3 is referred to as the 
metastable one. Several ions in transparent dielectric crystalline or glass matrices fea-
ture a three-level system with a metastable intermediate level: Cr3+, Nd3+, Yb3+, Er3+, 
Tm3+, and Ho3+.

Optical gain can readily develop also in a four-level system (Figure 6.3). The four-level 
system has an important advantage as compared to the three-level one. Here, population 
inversion is to be developed for level 3 versus level 4 rather than the ground level 1. Since 
initial population of level 4 is significantly lower than that of the ground (level 1) state, 
population inversion and optical gain develops at lower pump level without significant 
depletion of the ground state, as is mandatory in the case of every three-level system. The 
four-level scheme is inherent in the following ions embedded in transparent crystalline or 
glass materials: Ce3+, Ti3+, Cr2+, Nd

3+
, Cr4+, and Er3+.

Figure 6.2  Optical gain in a three-level system. (a) Optical transitions; (b) level populations at low 
excitation in channel 1 → 2; (c) level populations at high excitation in channel 1 → 2. Population 
inversion results in optical gain in channel 3 → 1 provided that level 3 is metastable, i.e., 
spontaneous decay rate in channel 2 → 3 should be much faster than in channels 2 → 1 and 3 → 1.
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One can see that stimulated downward transitions, first discovered by Albert Einstein 
in 1916, play a decisive role in development of optical gain. Interestingly, the idea of opti-
cal gain possibility was first suggested in 1934 by V. A. Fabrikant, a Russian physicist. 
Experimental implementation happened only a few decades later. A three-level system for 
optical gain was proposed by N. G. Basov and A. M. Prokhorov and implemented by T. H. 
Maiman in the first laser in 1960. It was based on ruby, a sapphire crystal containing Cr3+ 
ions, and generated red light at 694.3 nm.

6.2	 Lasers

6.2.1	 Optical quantum generators

From radioengineering it is known that an amplifier with positive feedback becomes a gen-
erator. Generation occurs owing to multi-pass amplification of inevitable noise present 
in every system at a frequency at which positive feedback features the highest value. This 
radiophysical principle has been used together with the idea of optical gain to develop 
lasers. In optics, positive feedback can be organized using a resonator (a cavity), consist-
ing of a pair of mirrors, one being partially transparent to let light leave a cavity (Figure 
6.4). Initial radiation from luminescence after multiple passes between cavity mirrors with 
optical gain per pass exceeding losses in a cavity (scattering, absorption, partial leakage 
through the mirrors) will give an optical quantum generator.

Figure 6.3  Optical gain in a four-level system. (a) Optical transitions; (b) populations at low 
excitation; (c) populations at high excitation. Since initial population of level 4 is lower than 
that of level 1, population inversion for level 3 with respect to level 4 occurs at lower intensity as 
compared to population inversion in the channel 3 → 1. Spontaneous relaxation rates should be 
fast in channels 2 → 3, 4 → 1, and slow in channels 3 → 4 and 2 → 1.
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Lasers are essentially nonlinear systems, and a transition from stochastically emitted 
spontaneous radiation to generation of coherent radiation can be treated in terms of 
non-equilibrium second-order phase transition. Lasing becomes possible if  optical gain 
per pass exceeds optical losses. Therefore, a specific threshold pump energy should be sur-
passed to get to the generation regime. Upon increasing the external pump level, generation 
will start for that mode in which gain exceeds loss. Therefore, typical laser radiation is polar-
ized and monochromatic. Generation of wide-band laser radiation is a serious challenge.

For several decades, solid-state lasers have been pumped by flash lamps with rather wide 
emission spectrum, whereas the absorption spectrum of ions in the active media is typi-
cally very narrow. Most of the optical pump energy has been wasted, resulting in very low 
overall efficiency – 1% or less, depending on the operation mode (continuous or pulsed). 
During recent decades, great progress in development of semiconductor laser diodes and 
light-emitting diodes (LEDs) has enabled application of properly tuned monochromatic 
or narrow-band radiation for pumping to replace flash lamps and to give much higher 
efficiency, measuring in a number of cases double-digit percentages. Lasers with flash lamp 
pumping are still present in the market at the time of writing, but a strong tendency to 
replace lamps with LEDs is well pronounced. Not only do LEDs promise lower energy 
consumption owing to higher electric to optical power conversion, but the narrower and 
adjustable emission spectrum allows more efficient use of optical energy for absorption by 
an active medium, thus allowing reduction in waste of unused optical pump energy and 
undesirable heating of laser components. Additionally, in the case of pulse lasers, LED 
pulses can be reasonably controlled by the power supply driver to eliminate wasted pump 
energy in the time domain.

Figure 6.4  Laser design. (a) Traditional laser design with transverse pumping of elongated active element. 
Nowadays lamps are being replaced by LED arrays. (b) The modern trend in solid-state laser design, a 
microchip laser, containing a thin slab of highly concentrated active medium pumped longitudinally by a 
semiconductor laser diode or an LED.
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Recent progress in fabrication of highly concentrated active media, with nearly 10% 
content of active centers (ions), enables high-gain coefficients at rather thin (1 mm or less) 
thickness. These achievements resulted in microchip lasers pumped through a rear Bragg 
mirror transparent for pump source (a powerful LED or a semiconductor laser diode) 
spectrum.

Figure 6.5 summarizes the currently available active media for optically pumped sol-
id-state lasers. One can see that a very broad range is covered, though there is a definite 
lack of laser active materials within the visible spectrum. This gap is filled by means of 
second harmonic generation of Ti3+:sapphire lasers.

Frequency of a laser can be doubled by passing through an additional crystal featuring 
nonlinear light–matter interaction. This crystal can be placed either outside or inside the 
laser cavity. For example, a green laser pointer (Figure 6.6) routinely used in many applica-
tions has an active medium, a piece of Nd-doped crystal, featuring optical gain at 1.06 µm 
according to the four-level scheme; a crystal for frequency doubling to get visible radiation 
with 530 nm wavelength; a semi-transparent output mirror forming a cavity together with 
the rear mirror which is highly reflective at 1.06 µm but is transparent otherwise; and an 
infrared (IR) laser diode with wavelength 808 nm pumping the active medium through the 
rear mirror. Finally an output color filter is attached to absorb undesirable main frequency 

Figure 6.5  Spectral ranges of commercial solid-state lasers with optical pumping. All lasers can 
operate in continuous as well as Q-switching and mode-locking regimes to get CW, nanosecond, 
and picosecond radiation, respectively.

Figure 6.6  Design of a handheld green laser pointer. KTP is potassium titanyl phosphate 
(KTiOPO4) crystal for frequency doubling.
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radiation that has not been converted to green. Frequency conversion efficiency is typically 
much less than 1% for low-power laser radiation and can be as high as tens of percent for 
high-power lasers. Note that frequency doubling is a nonlinear process defined by radia-
tion power but not energy. Therefore, low-energy but short-pulse lasers can feature very 
high power at pretty low energy, e.g., 1 MW per pulse is routinely feasible at 10 mJ pulse 
energy, which for a repetition rate about 100 Hz gives continuous power of about 1 W only.

6.2.2	 Q-switching and mode-locking regimes

To get high-power short pulses, a saturable absorber can be inserted in a laser cavity. In 
this case, laser dynamics is defined not only by processes in the optically pumped active 
medium, but also by intensity-dependent transparency of the saturable absorber. This 
gives the possibility to pump the active medium hard until optical gain multiply exceeds 
losses without the saturable absorber taken into account, and then upon bleaching of 
the saturable absorber a short and powerful laser pulse will be generated. This mode of 
operation is termed Q-switching and is routinely used to generate nanosecond pulses. 
Q-switching enables squeezing of pump energy into a short burst of monochromatic radi-
ation. Another regime with a saturable absorber is based upon keeping the laser very close 
to the threshold without saturable absorber losses taken into account, and using a satu-
rable absorber that brings only small losses into the laser cavity. In this case, ultrashort 
picosecond or even subpicosecond pulses develop sequentially, leaving the cavity with time 
spacing defined by the radiation round trip in the cavity. This is termed the mode-locking 
regime. Laser dynamics both in Q-switching and in mode-locking are defined by a com-
plex interplay of intensity- and time-dependent population dynamics both in the active 
medium and in the saturable absorber, and its analysis is beyond the scope of this chapter. 
It is important to note that glasses doped with semiconductor nanocrystals represent the 
definite type of nonlinear optical material suitable for application as saturable absorb-
ers both for Q-switching and mode-locking. The first experiments on Q-switching using 
a commercial cutoff  filter, i.e., CdS

xSe1−x-semiconductor-doped glasses, were reported by 
G. Bret and F. Gires in 1964 for a ruby laser, though at that time quantum size effects on 
linear and nonlinear optical properties of glasses containing semiconductor nanocrystals 
had not been identified and even nanometer-size semiconductor crystallites had not been 
documented.

In 1990, Ursula Keller and co-workers proposed a fully semiconductor-based monocrys-
talline multilayer structure for both Q-switching and mode-locking in compact lasers. It 
is referred to as a semiconductor saturable absorber mirror (SESAM), or just a saturable 
absorber mirror (SAM). It represents a semiconductor monocrystalline Bragg mirror with 
high reflection covered by a thin film of a fast semiconductor saturable absorber, often a 
multiple quantum well structure. Figure 6.7 shows an example of a SESAM application 
in a visibly emitting praseodymium picosecond laser (Gaponenko et al. 2014). An active 
medium is pumped by a frequency-doubled semiconductor laser.

.007
07:01:11



Stimulated emission and lasing196

6.3	S emiconductor Lasers

Solid-state lasers need optical pumping by flash lamps, semiconductor LEDs, or another 
laser. However, for many practical applications electric pumping is needed. Since solid-state 
lasers are based on slightly doped dielectric crystals or glasses, they cannot conduct current 
and cannot convert electric energy into optical radiation. Such conversion is possible for 
gas lasers using gas discharge to pump atoms heavily. Carbon dioxide (CO2, IR, approxi-
mately 10 µm), helium–neon (Ne ions, 632 nm), argon (Ar, 488 and 514 nm), nitrogen (N, 
337 nm), and He–Cd (Cd ions, 325 and 440 nm) are used commercially in many appli-
cations. Probably the most powerful commercial material processing lasers are based on 
CO2 as an active medium owing to efficient heating by IR radiation, and these form a big 
portion of the laser market. However, because the concentration of atoms in gases is low, 
the optical gain value is low as well, and a length of active medium of the order of 1 m is 
necessary to get reasonable power. Semiconductor lasers use condensed matter to develop 
optical gain and enable simultaneously high gain values and current injection pumping. 
There is no doubt that progress in semiconductor lasers revolutionized the laser industry, 
and nowadays the semiconductor laser market, by value, is approximately equal to the 
rest of the laser market, including gas lasers, solid-state lasers, and obsolete dye lasers. 
Semiconductor lasers made possible efficient optical communication (fiber to the home; 
FTTH), laser surgery devices, CD players, CD-ROM memory devices, DVD players and 
DVD rewritable data storage devices, their evolution to the Blu-ray standard, laser printers 
and related copy–fax devices, laser pointers, etc. Semiconductor lasers measure a few cubic 
millimeters or less, and can be used as coherent light sources for direct applications as well 
as for solid-state laser pumping.

Figure 6.7  A picosecond praseodymium laser pumped with a frequency-doubled semiconductor 
laser and mode-locked with a semiconductor saturable absorber mirror consisting of a multilayer 
semiconductor nanostructure. (a) Laser setup; (b) reflectivity of the SESAM; (c) temporal shape 
of a laser pulse. Courtesy of M. Gaponenko.
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To understand the origin of optical gain in semiconductors, consider optical pump-
ing of a semiconductor crystal by radiation with photon energy exceeding the band gap, 

Eg�ω > (Figure 6.8). It is instructive to recall first Figure 3.2, in which electron distribution 
within the c-band is explained.

At zero or extremely low optical excitation levels, concentration of electrons in the 
c-band and holes in the v-band are zero or negligibly small. The Fermi level is in the very 
middle of  the band gap. Then, upon increasing optical intensity, light absorption results 
in photogenerated electrons and holes in the c- and v-band, respectively. The semicon-
ductor crystal emits light, with optical absorption being the same as for a non-excited 
crystal. At moderate incident light intensity, electron and hole concentrations increase 
and are no longer negligible compared to the available number of states. Then, optical 
absorption coefficient falls. Non-equilibrium electrons and holes obey the Fermi–Dirac 
distribution function within the c- and v-bands, respectively, but upon excitation electron 
gas and hole gas are characterized by separate Fermi energies, i.e., quasi-Fermi level for 
electrons, EF

e , and quasi-Fermi level for holes, EF
h. The separation between these energies, 

E E EF
e

F
h∆ = −  grows with carrier density and can serve as a measure of pump level. At 

moderate excitation levels, concentrations of electrons and holes are comparable with the 
available number of states within the band extremes (c-band bottom and v-band top) and 
optical absorption falls further. The optical absorption spectrum shifts to higher pho-
ton energies; this phenomenon for semiconductors is often referred to as the dynamical 

Figure 6.8  Change in population of electrons and holes and their quasi-Fermi levels under 
zero, low, moderate, and high excitation conditions. Gain develops for photon energies 
E E Eg F

e
F
h�ω< < −  at high excitation levels provided that spacing between quasi-Fermi levels 

exceeds the band gap energy Eg. The extreme limit for quasi-Fermi level spacing equals the energy 
of excitation radiation quantum exc�ω .
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Burstein–Moss shift to emphasize the analogy of heavily pumped semiconductors with 
heavily doped ones where absorption shifts to blue because of high equilibrium carrier 
concentration. When pump level is high, quasi-Fermi level separation can exceed the band 
gap energy. This is the condition for optical gain in a semiconductor crystal. Gain develops 
for photon energies

	 E E EOptical gain in semiconductor g F
e

F
h�ω< < − 	 (6.8)

and equals zero at E EF
e

F
h�ω = − . The extreme high-intensity value of zero gain (i.e., also 

zero absorption coefficient) at E EF
e

F
h�ω = −  is the definite analog to an extremely pumped 

two-level system featuring equal populations of the excited and the ground states. The 
extreme limit for quasi-Fermi levels spacing equals the energy of excitation radiation 
quantum exc�ω .

At high concentrations, electrons and holes no longer form an ideal gas, but essentially 
transform into electron–hole plasma. This gives rise to band gap shrinkage approximately 
by the amount of the average electron–hole Coulomb attractive interaction energy, i.e.,

	 E E
e
r

r n n
1

4
, .g

*
g

0

2

e h

1
3

πε ε
( )≈ − = + −

	 (6.9)

For correct calculation, one must account for change in dielectric permittivity with electron–
hole concentration, i.e., for any given electron–hole pair, Coulomb interaction is partially 
screened by other electrons and holes. If  r aB< , the interaction for every electron–hole 
pair becomes stronger than in a hydrogen-like exciton, and then excitons can no longer be 
identified. There is no difference between “free” and “coupled” electron–hole pair states. 
Upon growing excitation level (and electron–hole gas density), exciton absorption bands 
first broaden because of exciton–exciton, exciton–electron, and exciton–hole collisions, 
and then vanish to form a plain absorption edge without resolved peaks. It is for this rea-
son that excitons are not presented in Figure 6.8. Additionally, for the sake of simplicity, 
band gap shrinkage is not shown in Figure 6.8.

Now we can discuss the design of the first laser diodes. Originally, a laser diode was 
designed as a p–n homojunction with degenerate p- and n-layers in the upper part of 
a bulk semiconductor (Figure 6.9). Optical gain developed in the narrow junction area 
(shadowed gray in the “voltage on” panel) upon direct bias. In this area, a condition of 
optical gain (Eq. (6.8)) can be met, and stimulated downward transitions will dominate 
absorption from stimulated upward transition. Laser radiation develops along the p–n 
junction plane with the positive feedback from the polished crystalline facets.

The first semiconductor homojunction lasers were made in 1962 by several USA groups (R. 
Hall et al., General Electric; M. Nathan et al., IBM; T. Quist et al., MIT) using GaAs crystals 
with a near-IR emission band. The first visible semiconductor laser was reported in the same 
year by N. Holonyak and S. Bevacqua at General Electric, based on a Ga(As

1–xPx) compound. In 
the USSR in 1963 the first laser was reported by V. S. Bagaev et al. (Lebedev Physical Institute).
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6.4	Do uble Heterostructures And Quantum Wells

Homojunction lasers were very inefficient, with the need for high current density because 
of  poor localization conditions for injected electrons and holes in the p–n junction area, 
and also because of  high absorptive losses in the thick p- and n-layers. Though these 
losses could be partially reduced or avoided owing to absorption saturation and band 
gap shrinkage at high electron and hole densities, the efficiency was well below 0.1% and 
current densities exceeded 103 A/cm2. In 1963, Z. I. Alferov and R. F. Kazarinov at Ioffe 
Institute in Leningrad (USSR, now St-Petersburg, Russia) and H. Kremer at Varian Ass. 
(Palo Alto, USA) independently proposed the way to gradual improvement of  semi-
conductor laser diodes. They suggested using the thin double heterostructure instead of 
the classical p–n junction (Figure 6.10; see also the box in Section 3.3). A thin layer of 
narrow-gap semiconductor material provides high localization of electrons and holes in 
space, and at the same time eliminates absorptive losses outside since surrounding wide-
gap semiconductor materials were transparent at the operation frequency. AlxGa1–xAs/
GaAs/AlxGa1–xAs with good lattice matching was used in the first double heterostructure 
lasers. This structure, with certain improvements, was widely used in the first CD players 
and CD-ROM drivers.

Figure 6.9  Design of the first semiconductor lasers based on a p–n homojunction. (a) The general 
layout; (b) energy diagram without voltage; and (c) energy diagram with voltage. When voltage is 
“on,” the Fermi level breaks into expanding quasi-Fermi levels; when the condition in Eq. (6.8) is 
met, optical gain develops and light generation occurs owing to positive feedback from parallel 
crystal facets.
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It is important to emphasize that progress in semiconductor laser design and the 
relevant semiconductor materials/structures toward higher efficiency and wider appli-
cation range has become possible not only owing to ingenious optoelectronic ideas, 
but essentially owing to the progress in controllable growth of  epitaxial multilayer 
heterostructures of  complex semiconductor compounds meeting lattice matching, 
desirable operation wavelength, and potential heterojunction barrier requirements. It 
is the result of  dramatic improvement in molecular beam epitaxy (MBE) and metal–
organic chemical vapor deposition (MOCVD) technologies that semiconductor lasers 
have become an important part of  our daily lives, covering optical communication, 
laser printing, optical data storage (CD and DVD players, memory devices), medical 
and analytical instruments, entertainment, etc. For optical communication needs, two 
ranges, one near 1.3 µm and the other near 1.5 µm, are the best because of  the optical 
fiber transparency windows. A transition from ternary AlGaAs to quaternary system 
InGaAsP in semiconductor lasers was important (Lebedev Physical Institute, 1974). 
Now this is the most widespread injection laser for long-distance optical communica-
tion lines.

The double heterostructure design made it possible to reduce threshold currents by 
more than two orders of  magnitude: from 105 A/cm2 to less than 103 A/cm2 during a 
few years from the mid-1960s to the beginning of  the 1970s. A double heterostructure 
in a semiconductor laser diode not only enables strong localization of  injected elec-
trons and holes, but also gives rise to the optical confinement effect owing to higher 
refractive index of  the narrow-band active middle layer. To further enhance optical 
confinement, a separate confinement five-layer heterostructure was first proposed and 
performed in 1973 at Bell Labs. This optical confinement promotes waveguiding of 
radiation in the desirable direction at the expense of  inhibited radiation spreading 
otherwise (Figure 6.11).

Figure 6.10  The energy diagram of a semiconductor heterojunction laser.
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Further ideas on electron and hole confinement have resulted in elaboration of a quan-
tum well laser. It was suggested by Dingle et al. in 1974 and implemented for the first 
time in 1978 by N. Holonyak and co-authors (Dupius et al. 1979). The threshold cur-
rent went down to 100 A/cm2. The advantages of quantum well lasers are so considerable 
that this type of laser nowadays comprises essentially the entire commercial market for 
laser diodes. Notably, since electron and hole de Broglie wavelengths in semiconductors 
are much smaller than laser radiation wavelengths, quantum well-based structures can 
be spatially embedded into the graded-index design (Tsang 1981), allowing for further 
reduction in threshold current density. Z. I. Alferov and co-workers (1988) suggested and 
experimentally implemented a laser structure in which a single quantum well is surrounded 
by few-period superlattices from both sides. A few-period superlattice not only provides 
graded refractive index profile, but also forms a barrier for undesirable dislocation motions 
to the active quantum well area. Thus threshold currents below 50 A/cm2 have become 
possible.

Figure 6.11  Time evolution of semiconductor lasers shown in terms of the conduction band 
profile. When two dates are indicated, the first corresponds to the theoretical prediction and the 
second to experimental realization.
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6.5	S urface-Emitting Semiconductor Lasers

The geometry of  both homojunction and heterojunction semiconductor laser diodes 
presented in Figures 6.9 and 6.10 appear to be becoming obsolete. The main feature 
of  these devices is light emission along the substrate. This solution has a number of 
drawbacks. For example, laser mirrors cannot be controlled since their reflection is 
fully defined by the semiconductor refractive index. Further, when lasers are fabri-
cated in large quantities on a wafer, inspection and quality checking is not possible. 
Furthermore, light emitted by a thin active layer escapes outside it, to inevitably result 
in losses.

Nowadays, edge-emitting lasers are being replaced by surface-emitting lasers (Figure 
6.12). In this design, a laser generates light across the active layer, normally to the substrate 
plane. To compensate for decreased optical gain resulting from a very thin gain layer, cav-
ity mirrors need to be highly reflective and low-loss. The mirrors are fabricated as distrib-
uted Bragg reflectors (i.e., as a 1D periodic structure, considered in detail in Section 4.2). 
The advantage is the possibility to fabricate a high-quality, fully monocrystalline mirror by 
epitaxial growth of semiconductor thin layers. However, since the chemical compositions 
are of the alternating layers close to each other to ensure lattice matching and technologi-
cal compatibility, the number of layers can be rather high (many tens of periods) because 
reflectivity of no less than 99% is typically required. Another fine aspect of the design, 
though not apparent at first glance, is the fact that multilayer Bragg reflectors are fully 
involved in current flow, as can be seen from Figure 6.12. Therefore, not only lattice match-
ing, low absorption losses, and refractive index contrast requirements should be met, but 
also adequate doping to give either n- or p-type conductivity is mandatory.

The design shown in Figure 6.12 has acquired the notation VCSEL from Vertical Cavity 
Surface-Emitting Laser. It was proposed for the first time and realized by the Japanese 
group headed by K. Iga (Tokyo Institute of Technology) in 1979, first with metal mirrors. 

Figure 6.12  A sketch of VCSEL 
design. The real number of periods 
in multilayer Bragg reflectors can be 
considerably larger than sketched to 
ensure high reflectivity.
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VCSEL is essentially a laser-on-chip device. Though its design might look more compli-
cated compared to classical in-plane emitting diodes, in mass production VCSELs appear 
to be cheaper owing to options to automate dicing into single chips across a wafer of 
the desirable square (i.e., power) and to allow for efficient on-chip inspection and testing 
in the fabrication process after dicing but prior to cutting a wafer into individual lasers. 
VCSELs can be readily diced and cut into linear arrays or into two-dimensional arrays 
if  necessary. Therefore, high-power arrays of VCSELs can be easily fabricated. A short 
cavity ensures large mode spacing; therefore, single-mode operation is easier than for the 
classical edge-emitting devices. VCSEL can be made cylindrical to shape the output beam 
in a controllable way.

6.6	 Quantum Dot Lasers

Laser diodes warm up since their efficiency is always less than 1. Regretfully, warming 
up results in higher threshold current, Jth, that in turn promotes further heating of 
a diode. This relationship limits the maximal power a diode can generate for a given 
cooling regime. In 1982, Y. Arakawa and H. Sakaki examined the theoretically pos-
sible relationship of  temperature-dependent threshold current and space dimension-
ality. They found that threshold current rises with temperature because of  carriers’ 
wider spreading on the energy axis in accordance with the product of  the Fermi‒
Dirac distribution function and density of  states (DOS) (see Figure 3.2). Since lower 
dimensionality offers a lower number of  states, they arrived at the conclusion that 
lower dimensionality gives a smaller boost of  Jth with temperature and makes it vanish 
entirely for zero-dimensional systems (i.e., quantum dots). For the dependence of  nor-
malized threshold current,
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they found progressively rising T0 with falling dimensionality and arrived at temperature- 
independent threshold in the limit of zero-dimensional structures, i.e., an ideal quantum 
dot (Figure 6.13). They suggested that quantum dot-based lasers will therefore feature 
extreme temperature stability.

The first experimental evidence for lasing in semiconductor quantum dots was reported 
by Egorov et al. (1994) at 77 K at Ioffe Institute (Leningrad, former USSR). Nowadays, 
laser diodes based on quantum dots are commercially produced for the optical commu-
nication wavelength range around 1.3 μm. Quantum dot lasers are discussed in detail in 
Chapter 9.
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6.7	 Quantum Cascade Lasers

Quantum cascade lasers are multiple semiconductor quantum well devices generating IR 
electromagnetic radiation owing to intraband downward transitions with multiple repe-
tition of acceleration-emission processes by the same electrons. In a cascade laser, every 
injected electron can generate stimulated emission of several photons in the course of a 
multistage cascade process shown in Figure 6.14. A quantum cascade laser consists of a 
number of periodically arranged active regions and injector regions. Every active region 
contains discrete energy levels for electrons, and every injection region contains at least 
one miniband with a quasi-continuous spectrum. The energy alignment of every miniband 
with an adjacent active region enables an electron leaving low level 1 in a higher energy 
active region (left-hand part of Figure 6.14) after acceleration in the injector region to find 
itself  at the high-energy level 2 in the low-energy active region (right-hand part in Figure 
6.14). Electron transfer between an active region and an injector area occurs by means 
of resonance tunneling (see Section 2.2, Figure 2.8), and electron acceleration inside the 
injection region becomes possible owing to a continuous-like energy miniband formed by 
a quantum well superlattice.

The idea of intraband optical gain in a multiple quantum well system was first suggested 
by R. Kazarinov and R. Suris at Ioffe Institute (Leningrad, former USSR) in 1971, and 
was experimentally realized in 1994 at Bell Labs (Murray Hill, USA) by the group of 

Figure 6.13  Temperature dependencies of threshold current for different dimensionalities 
calculated by Arakawa and Sakaki (1982).
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Federico Capasso, with the term quantum cascade lasers being coined by the same group 
(Faist et al. 1994). Though the original idea appears quite clear and elegant, the experi-
mental realization of a quantum cascade laser is not so straightforward. The main prob-
lem is fast excited electron nonradiative leakage by means of interaction with the lattice 
(electron–phonon scattering). Therefore, because of inevitable high internal losses, optical 
gain is quite low, contrary to interband optical transitions in which just a single quantum 
well can be an active medium of a laser. To overcome this problem, a long total active 
medium layer is necessary. Typical quantum cascade lasers contain 20–50 periods (stages) 
of an injector area plus an active region, comprising in total several hundred semicon-
ductor layers. Another problem is the perfect optimized alignment of electron levels and 
minibands in a complex multiple quantum well structure. Here, e.g., an additional narrow 
well is added in the active region to promote higher tunneling probability from an injection 
area for which a slightly aperiodic superlattice is typically used.

Quantum cascade lasers have a number of important advantages. First, they generate 
powerful coherent radiation in mid- and even far-IR radiation. The operation wavelength is 
controlled by the material properties and by the quantum well width (layer thickness). The 
typical materials involved are AlGaAs/GaAs (operation wavelength from 2.6 to 14 µm), 
and GaInAs/AlInAs (operation wavelength from 70 to 250  µm); other materials under 
investigation are GaInAsP-based heterostructures and SiGeSn-based ones. Quantum cas-
cade lasers present an efficient tool for spectral analysis of gas content, including first of 
all ecological and medical issues.

Figure 6.14  Conduction band energy diagram showing a portion of a quantum cascade laser. 
With external applied voltage, electrons after downward transition from level 2 to level 1 in the 
left-hand active region experience acceleration in the injector region with continuous increase in 
kinetic energy, and then again perform downward transitions from level 2 to level 1 in the right-
hand active region.
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6.8	S emiconductor Lasers On The Market

In 2015, the total value in the worldwide laser market was USD 10 billion, with laser diodes 
representing 43% of this value. Among semiconductor lasers, the VCSEL market can be 
estimated as approximately USD 1 billion, and is expected to grow to over USD 2 billion 
by 2020. The principal applications of laser diodes are optical data storage and optical 
communications. Others include solid-state laser pumping, medicine, barcode scanning, 
inspection and measurement, material processing, entertainment, and scientific research. 
Semiconductor lasers today cover continuously the wide range from near-UV (370 nm) to 
middle-IR (to 10 µm), with the only break in the range of 540–600 nm.

The total revenue of semiconductor lasers is foreseen to grow faster than for the 
laser industry as a whole, and is predicted to reach more than USD 9.5 billion by 2024 
(Semiconductor Laser Market Analysis 2016). The fiber-optic semiconductor laser seg-
ment is expected to grow faster than other sectors owing to growing demand for optical 
communication services. North America and Europe will probably lose a portion of the 
market, whereas the Asia-Pacific region will gain owing to rapid industrial development 
in this region. Along with communications, industrial applications (mainly high-power 
diodes) and optical storage will drive the growth of the semiconductor laser market.

Conclusion

•	 Every two-level system under a high enough excitation rate exhibits absorption satura-
tion, the absorbed power tending to the ultimate limit defined by the matter parameters, 
whereas optical transmission rises to 1.

•	 Systems with three or more levels, upon excitation by high-frequency radiation, can 
feature population inversion resulting in the optical gain for transition(s) corresponding 
to lower frequencies.

•	 A medium with optical gain combined with positive feedback by means of a resonator 
becomes an optical quantum generator, a laser provided that optical gain exceeds optical 
losses.

•	 Solid-state lasers cover a wide spectrum range from 286 nm to 2940 nm; however, gaps 
exist in the ranges 330–660 nm and 1670–1850 nm. No commercial solid-state laser exists 
that generates violet, blue, green, yellow, and orange light in the fundamental frequency, 
though frequency doubling of radiation of different solid-state lasers can give different 
colors in the visible at the expense of efficiency losses.

•	 Solid-state lasers can operate in continuous mode, Q-switched regime (nanosecond 
pulses), and mode-locked regime (picosecond pulses) using intracavity saturable absorb-
ers based on semiconductor quantum dots, doped materials, or a thin semiconductor 
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monocrystalline layer coupled with a multilayer Bragg mirror; the latter is referred to as 
SESAM (semiconductor saturable absorption mirror).

•	 Recently, solid-state microchip lasers have become routinely available with different 
operation modes owing to development of highly concentrated gain media and semi-
conductor Q-switching and mode-locking components.

•	 In semiconductors, the condition of optical gain is met if  the difference between electron 
and hole quasi-Fermi levels exceeds band gap energy. This condition is an analog to 
population inversion in a system with discrete energy levels.

•	 Modern semiconductor lasers are grown epitaxially and emit light in the vertical direc-
tion (VCSEL, vertical cavity surface-emitting laser). These are based on an electrically 
pumped p–n junction and therefore are referred to as laser diodes or injection lasers, 
and contain (a) double heterostructure(s) in the middle, often forming a single or a few 
quantum wells. Modern laser diodes cover the range from 370 to 15,000 nm and can be 
used either as is or as pump sources for solid-state lasers. Pulse regimes can be obtained 
by current modulation, Q-switching, or mode-locking.

•	 To avoid undesirable temperature-dependent threshold currents that require higher 
currents and lead to higher losses upon semiconductor heating, quantum dot lasers 
have been suggested and commercially designed, currently for the wavelength range 
1000–1300 nm.

•	 In quantum well superlattices, optical gain in the longwave range can be obtained result-
ing in quantum cascade lasers operating in the IR from 3 to 15 µm, and possibly for 
longer wavelengths toward microwaves.

•	 Nanostructures are used in lasers as Q-switches, mode-lockers, Bragg mirrors, and active 
media in laser diodes. Additionally, quantum well-based LED arrays can be used as effi-
cient pump sources in solid-state lasers. In all cases except Bragg mirrors, electron and 
hole confinement resulting in quantum size effects are of principal importance. In Bragg 
mirrors (1D photonic crystals) the lightwave confinement matters.

Problems

6.1	 Explain why matter bleaches at high radiation intensity and why this phenomenon 
is called absorption saturation.

6.2	 Explain why optical gain is not possible in a two-level system but becomes feasible 
for higher numbers of levels.

6.3	 Explain what the quasi-Fermi level is. Why is it intensity-dependent?
6.4	 Explain why band gap shrinks upon optical excitation. Estimate band gap shrink-

ing for carrier density 1017, 1018, and 1019 cm–3 for GaAs and GaN.
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  6.5	 Explain what dynamic Burstein shift is.
  6.6	 Describe population inversion analog for semiconductor materials.
  6.7	 Consider how electron and lightwave confinement phenomena can be used in lasers.
  6.8	 Highlight applications of quantum dot structures in lasers.
  6.9	 Highlight applications of quantum wells and superlattices in lasers.
6.10	 Explain the benefits of replacement of flash lamps by LED arrays in solid-state 

lasers.
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   7 

  7.1     INTRODUCTION 

       Excitation energy transfer is a directional process that takes place from the excited energy 
state of a donor ( D ) to the ground state of an acceptor ( A ) (see   Figure 7.1 ). This is a com-
mon phenomenon that occurs in nature (e.g., in plant leaves). For this basic energy transfer 
to happen, the emission spectrum of the donor should overlap the absorption spectrum of 
the acceptor (at least partially). This transfer of the excitation energy from  D  to  A  can be 
simply represented as

   D A D A*, , * ,( ) ( )→      (7.1)  

where  *  marks the excited states. Here  D  and  A  can in principle be various combinations 
of atoms (e.g., rare earth ion dopants), molecules (e.g., dyes, proteins), nanostructures 
(e.g., semiconductor nanocrystals, 2D materials), or pieces of solid (e.g., semiconductors). 
Some of the common  D – A  pairs are dye–dye, dye–protein, nanocrystal–nanocrystal, 
 nanocrystal–2D material, and nanocrystal–semiconductor fi lm.  

 In the most general sense, the excitation processes involved in the energy transfer can 
be  radiative, nonradiative , or both. In the case of  radiative transfer, a photon is emitted 
by the donor and then absorbed by the acceptor. On the other hand, in the case of  non-
radiative transfer, there is no “real” photon emitted in the process. Instead, during the 
energy transfer from the donor to the acceptor, the photon is still bound to the material, 
which is referred to as a “dressed” (or virtual) photon to be distinguished from real 
photons. This nonradiative character of  the process allows for the possibility of  high 
effi ciency. 

 Energy transfer processes 

         In this chapter, we introduce the general phenomenon of excitation energy transfer, explain 

radiative and nonradiative types of energy transfer, and derive the basic processes of energy 

transfer. We look at the Förster resonance energy transfer (FRET) in particular. We also describe 

Dexter energy transfer, charge transfer, exciton diffusion, and exciton dissociation. Finally, we 

summarize the modifi cations of FRET when using nanostructures with mixed dimensionalities 

and in different assemblies. 
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If  D and A are chemically different species, the energy transfer is known as a hetero-
transfer. Otherwise, if  they are the same, then this is a homotransfer. In the case of homo-
transfer, the process of energy transfer takes place back and forth and may extend over 
several species (i.e., resonates among several species).

7.2	 RADIATIVE AND NONRADIATIVE ENERGY TRANSFERS

7.2.1	 Radiative energy transfer

Radiative energy transfer is based on the emission of a photon by the donor followed by its 
optical absorption by the acceptor, and is effective when the average distance between the 
donor and the acceptor is larger than the wavelength. This process does not necessitate any 
direct interaction in the D–A pairs. Instead, this depends on the spectral overlap and the 
concentration. On the other hand, nonradiative energy transfer occurs at distances shorter 
than the wavelength and without the emission of photons; and it is the result of specific 
short- and long-range interactions between the D–A pair. For example, the nonradiative 
energy transfer by dipole–dipole interaction can reach distances up to (typically) nearly 
20 nm. This provides a tool for determining distances of a few nanometers between D and 
A precisely.

Radiative energy transfer can be expressed as a two-step process in which first a photon 
is emitted by the donor and then is absorbed by the acceptor:

	 D D h
h A A

1. *
2. *

µ
µ

→ +
+ →

	 (7.2)

This process is usually considered a trivial transfer because of its simplicity; however, the 
quantitative description is actually complicated because it depends on the sample’s size 
and its configuration with respect to excitation and observation. The fraction f of photons 
emitted by the donor and absorbed by the acceptor can be expressed as

	 f
Q

I d
1

1 10 ,
D

D
C l

0

A A∫ λ λ( )= − ε λ( )−
∞

	 (7.3)

Figure 7.1  Illustration of energy transfer from a 
donor (D) to an acceptor (A).
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where CA  is the molar concentration and Aε λ( )  is molar absorption coefficient of the 
acceptor, l  denotes the thickness of the sample, QD  is the donor quantum efficiency (in 
the absence of acceptor), and ID λ( )  is the donor emission intensity subject to the normal-
ization condition that

	 Q I d .D D

0
∫ λ λ( )=
∞

	 (7.4)

If  the optical density is not too large, the fraction f  can then be approximated by

	 f
Q

C l I d
2.3

,
D

A D A

0
∫ λ ε λ λ( ) ( )=
∞

	 (7.5)

where the integral gives the spectral overlap between the donor emission and the acceptor 
absorption, as is required for the radiative energy transfer to occur.

7.2.2	 Nonradiative energy transfer

Nonradiative energy transfer requires a specific interaction between the donor and the 
acceptor species. For example, it can occur if  the emission spectrum of the donor over-
laps the absorption spectrum of the acceptor such that several vibronic transitions of the 
donor and the acceptor couple and are thus in resonance. This type of transfer is known 
as the resonance energy transfer (RET).

There are different types of interactions that can be involved in such nonradiative energy 
transfer. These interactions may, for example, include Coulombic coupling or intermolec-
ular orbital overlap. The Coulombic interactions consist of the long-range dipole–dipole 
interactions (referred to as the Förster mechanism) and short-range multipolar interac-
tions. The interactions due to the intermolecular orbital overlap, which includes electron 
exchange (referred to as the Dexter mechanism) and charge resonance interactions, are 
short-range. For the allowed transitions of the D–A pair, the Coulombic interaction domi-
nates, even at short distances. For the forbidden transitions between D and A, the exchange 
mechanism prevails. The interaction distance range for the exchange mechanism is usually 
<1 nm (Dexter mechanism), whereas this is usually <20 nm (Förster mechanism) in the 
case of the Coulombic interactions.

7.3	 BASIC PROCESSES OF ENERGY TRANSFER

To identify the basic processes of energy transfer, let us look at simple dipole–dipole inter-
actions. For that we can consider two interacting electric dipoles and examine the energy 
transfer from the first dipole, which is thus the donor, to the second dipole, which is thus 
the acceptor. Here, for the basic description of the processes, we will specify the regions of 
interest in the energy transfer. We will start with the donor in the excited state. Therefore, 
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the donor will be an oscillating dipole and radiate electric field. Meanwhile the acceptor 
dipole will be initially at rest, corresponding to the acceptor in the ground state, which will 
then absorb the field generated by the donor dipole (Born and Wolf 1999).

First, for the donor, consider the electric field of an oscillating dipole (in vacuum):

	 r t
p t

r
ik
r

k
r

E n · d n d n · d n d,
'

4
3

1
.

0
3 2

2

πε
( ) ( )( ) ( )= −  −



 + − 









	 (7.6)

Here, n  is the unit vector in the D–A direction, d  is the unit vector along the donor dipole 
moment, k c/ω=  is the wave number where c is the speed of light, r  is the distance 
from the donor, and p t p tcos( )0 ω( ) =  is the time-dependent electric dipole moment of 
the donor with an amplitude p0  at an oscillation angular frequency ω and t t r c' /= − .

Second, for the acceptor, consider a passive absorber that is placed at a distance r  from 
the donor dipole. The power absorbed by the acceptor is then

	 P c E'
1
2 0 0

2ε σ= 	 (7.7)

where E0
2  is the squared amplitude of the electric field generated by the donor at r  dis-

tance away from it and σ  is the absorption cross-section of the acceptor. Here it is useful 
to note that the acceptor has to have a nonzero absorption cross-section at the oscillating 
frequency of the donor to allow for the dipole–dipole interaction (whereby the spectral 
overlap of the acceptor absorption with the donor emission is required) and hence make 
the energy transfer possible.

Using Eq. (7.6), taking the square and averaging for all orientations, one can obtain E0
2  

of  the donor dipole as follows:
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=



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
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 + +
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
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2
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3 6

	 (7.8)

The power radiated by the donor dipole is given by

	 P
p

c12
.0 0

2 4

0
3

ω
πε

= 	 (7.9)

Combining Eqs. (7.7)–(7.9), we arrive at the general description for the power absorbed 
by the acceptor as a function of the distance between the acceptor and the donor, given the 
absorption cross-section of the acceptor and the power at the acceptor location radiated 
by the donor:

	 P
r r r

P'
4

1 3
2

2 4

0� �σ
π

= + 





+ 



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







 	 (7.10)

where / (2 )� λ π= .
For far enough distances, r � λ , one can see that Eq. (7.10) simply boils down to

	 P
r
P'

4
.

2
0σ

π
= 	 (7.11)
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Based on the simple geometric interpretation, this corresponds to the radiative transfer.
Therefore, we express the power emitted by the donor in the presence of an acceptor as 

the sum of

	
σ
π

= +






 +






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
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
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

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r r r

P1
4

3 .
2

2 4

0 	 (7.12)

To examine the distance dependence, we can look closely at the electric field expression of 
the donor dipole in Eq. (7.6). Here, we find that indeed there are two main characteristic 
zones defined by the dipole’s distance dependence.

1.	 Near-zone of r � λ : Here, the r 3−  term is dominant, where the angular dependence is 
identical to a static dipole with longitudinal and transversal components.

2.	 Far-zone of r � λ  (also known as radiative or wave zone): Here, the r 1−  term dominates, 
which corresponds to a spherical wave. The electric field is thus always perpendicular to the 
transversal field in this zone.

From Eq. (7.12), we observe that when the acceptor is located in the near-zone, P  
exceeds P .0  This means that the energy stored in the near-field is larger. Consequently, in 
the near-zone, there is stronger energy feeding to the acceptor and the donor decay rate 
then increases in the presence of the acceptor.

Using Eq. (7.11), the absorbed power of the acceptor in the near-zone can be rewritten 
as

	 P
r

P'
3
64

.
5

4

6
0σ

π
λ=







 	 (7.13)

We can express this equation in terms of the radiative rate kr  and the transfer rate kT  by 
dividing both sides by hυ  and relating σ  to the molar absorption coefficient Aε :

	 k k
N n r

3ln10
64
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4

5 4 6
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=
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Α

	 (7.14)

Here, NA  denotes Avogadro’s number, n  is the medium refractive index, and k Q / ,r D 0τ=  
where 0τ  is the donor lifetime (in the absence of acceptor) while QD  is the donor quantum 
efficiency.

Introducing the donor’s emission spectrum characterized by FD(λ), we arrive at

	 ∫τ π
λ ε λ λ λ

τ
( ) ( )=







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
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
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D AT
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5 4 6
4

0 0

0
6

	 (7.15)

Here, R0  is referred to as the Förster radius, which is named after Theodor Förster, a German 
scientist. He first derived this expression using a quantum mechanical approach (Förster 1948) 
and the classical treatment (Förster 1951) of the dipole–dipole interaction of a D–A pair.
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7.4	 FÖRSTER RESONANCE ENERGY TRANSFER

One of the most important examples of nonradiative energy transfer is the Förster res-
onance energy transfer (FRET), which is also known as fluorescence resonance energy 
transfer. FRET is an electrodynamic phenomenon and is a direct result of the long-range 
dipole–dipole interactions between the donor and the acceptor discussed above. The rate 
of energy transfer kT  is dependent on the coupling of the donor and acceptor dipoles, 
which is simultaneously determined by a number of factors, including the extent of spec-
tral overlap of the donor emission and the acceptor absorption, the donor quantum yield, 
the spatial distance between the donor and the acceptor, and the orientation of the donor 
and acceptor transition dipoles. The nonradiative process of this energy transfer can be 
expressed as a transition between the two states of

	 D A D A*, , *kT( ) ( ) → 	 (7.16)

where D is the donor in the ground state, D* is the donor in the excited state, A is the 
acceptor in the ground state, and A* is the acceptor in the excited state. Here, kT  denotes 
the rate of FRET between the D–A pair. In this process, the donor absorbs an external 
photon, generating an excited state. Subsequently, the donor transfers its excited energy 
via this nonradiative process to the acceptor, leading to its excited state.

Förster was the first scientist to theoretically explain this process correctly (Förster 1946, 
1949). He developed the formulation of the FRET rate and efficiency, which is described 
in detail in various textbooks and reviews (Clegg 1996; Bredas and Silbey 2009; Clegg 
2009; Lakowicz 2010).

BOX 7.1  FÖRSTER RESONANCE ENERGY TRANSFER

Förster resonance energy transfer (FRET), is frequently employed to measure 
nanoscale distances and detect molecular interactions. Förster resonance 
energy transfer is named after the German physical chemist Theodor Förster. 
Among his greatest achievements are his contributions to the outstanding 
concept of FRET. Notably, in the late 1940s he developed the first theoretical 
model that explains the energy transfer between molecules over long 
distances beyond their orbital contacts. In this model, he used Coulombic 
coupling between electrons or the excited donor molecule and the acceptor 

molecule initially in the ground state, employing the coupling of their respective transition 
dipole moments. His model applies to highly fluorescent singlet-excited molecules. Today this 
model is commonly used in biolabeling and related proximity analyses in the understanding of 
biological pathways.
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From Förster’s theory, Eq. (7.15) gives the rate of energy transfer from the donor to the 
acceptor

	 k r
R
r

1
.

D
T

0
6

τ
( ) = 





	 (7.17)

Once again, here Dτ  is the donor photoluminescence decay lifetime (in the absence of 
acceptor), r  is the distance between the donor and the acceptor, and R0  is the Förster 
radius. We can clearly see from Eq. (7.17) that the rate of energy transfer depends strongly 
on the distance and scales down with r 6− . We also find that the rate of energy transfer is 
equal to the decay rate of the donor 1 Dτ  when r R .0=

In a more detailed study of  FRET, the rate of  transfer for a single donor and a sin-
gle acceptor separated by a distance r  can be written as (Saricifcti et al. 1992; Clegg 
1996),

	 ∫κ
τ π
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Here, again, QD  is the donor quantum yield (in the absence of acceptor), n  is the refractive 
index, NΑ  is Avogadro’s number, r  is the distance between the donor and the acceptor, 
and Dτ  is the lifetime of the donor (in the absence of an acceptor). The term 2κ  is the 
factor describing the relative orientation of the transition dipoles of the donor and the 
acceptor in space. 2κ  is taken as two-thirds for dynamic random averaging of the donor 
and the acceptor. FD λ( )  is the normalized fluorescence intensity of the donor in the wave-
length range from λ  to λ λ+ ∆ , with the total intensity (area under the curve) normalized 
to unity. Aε λ( )  is the extinction coefficient of the acceptor at λ , which is typically in units 
of M cm .1 1− −

The overlap integral J λ( )  expresses the degree of spectral overlap between the donor 
emission and the acceptor absorption:

	 J F d ,D A
4

0
∫λ λ ε λ λ λ( ) ( ) ( )=
∞

	 (7.19)
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FD λ( )  is taken as dimensionless. When calculating J ,λ( )  one should use the corrected 
emission spectrum with its area normalized to unity, or normalize the calculated value of 
J λ( )  by the area. The most common units of J λ( )  include M cm1 3−  if  Aε λ( )  is expressed 
in units of M cm1 1− −  and λ  is in centimeters; andM cm nm1 1 4− −  if  Aε λ( )  is expressed in 
units of M cm1 1− −  and λ  is in nanometers M

mol
L

.=



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For practical reasons, it is easier to think in terms of the spatial distance rather than 
transfer rate. Thus, Eq. (7.18) can be expressed in terms of the Förster radius R .0  From 
Eqs. (7.17) and (7.18), we can obtain:
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	 (7.21)

This expression is useful for calculating the Förster radius from the spectral properties of 
the donor and the acceptor and the donor quantum yield. For typical values, the Förster 
radius most commonly ranges from 1 to 10 nm.

The efficiency of energy transfer ξ( )  can be defined as the fraction of photons absorbed 
by the donor for which excitation energy is transferred to the acceptor. This fraction is 
given by

	
k r

k r
,

D
1

ξ
τ

( )
( )

=
+
Τ

−
Τ

	 (7.22)

which is the ratio of the transfer rate to the total decay rate of the donor in the presence of 
the acceptor. From Eq. (7.22), we can see that, when the transfer rate is much faster than 
the decay rate, the resulting energy transfer is efficient. In contrast, when the transfer rate 
is slower than the decay rate, the energy transfer is inefficient because only a little transfer 
occurs during the excited state lifetime.

The efficiency of energy transfer can be rewritten as a function of the distance by sub-
stituting Eq. (7.17) into Eq. (7.22):

	
R

R r
.0

6

0
6 6

ξ =
+ 	 (7.23)

This equation clearly shows that the transfer efficiency is strongly dependent on the dis-
tance when the D–A distance is near to R0  (see Figure 7.2). When r  is equal to R ,0  the 
resulting transfer efficiency is 50%. From this observation, one can also define the Förster 
radius as the distance at which FRET is 50% efficient. At this distance r R ,0( )=  the donor 
emission decreases to half  its intensity in the absence of acceptors.

From Figure 7.2, we also observe that the efficiency quickly increases to unity as the 
D–A distance decreases below R .0  Conversely, the efficiency quickly diminishes if  r  is 
greater than R .0  Here, it is worth noting that the transfer efficiency is already a few percent 
(1.5%) at r R2 0= , and it is almost unity (98.5%) at r R0.5 .0=

FRET is a highly distance-sensitive process owing to the inverse sixth power r( )6−  
dependence of the separation distance in the case of point-to-point dipole coupling. 
Therefore, FRET was proposed to be used as a nanoscale ruler (Stryer and Haugland 
1967). FRET has been widely exploited in various applications in molecular biology, for 
sensing, labeling, nanoscale distance measurements, and understanding of molecular-level 
interactions. For these biological systems, typically in solution, point-to-point-like inter-
action is effective, and thus, r 6−  dependence is commonly valid. Recently, FRET has been 

.008
 22:13:41



Energy transfer processes218

shown to be useful for optoelectronic technologies toward the purpose of creating highly 
efficient lighting and solar energy-harvesting systems. For this aim, exciton energy transfer 
in the quantum dot, wire, and well-based nanostructure can be employed to improve and 
control the photonic properties for light-generation and -harvesting systems. In these sys-
tems, with dimensionality of nanoparticle systems and their assemblies, one has to be care-
ful about the distance dependence. In the following sections, we will discuss the extended 
theory of FRET in the nanostructures of mixed dimensionality and in various assemblies.

Here we discussed FRET within the dipole–dipole approximation. Beyond this approx-
imation, in the case of multipole Coulomb interactions, such as dipole–quadrupole and 
quadrupole–quadrupole interaction, it worth pointing out that the FRET rates become 
proportional to higher orders of 1/r (to r 8−  in the case of dipole–quadrupole coupling and 
to r 10−  in the case of quadrupole–quadrupole coupling; Baer and Rabani 2008). Clearly, 
the energy transfer rate then becomes increasingly strongly dependent on distance, and 
thus more spatially sensitive. In addition, the interaction range shrinks substantially. 
Therefore, the dominant term is the dipole–dipole interaction term, and higher other poles 
may be considered for larger species and/or when the donor and the acceptor are in very 
close proximity.

7.5	 DEXTER ENERGY TRANSFER, CHARGE TRANSFER, EXCITON 
DIFFUSION, AND EXCITON DISSOCIATION

Among other nonradiative processes, we also have Dexter energy transfer, charge trans-
fer, exciton diffusion, and exciton dissociation. Dexter energy transfer (Dexter 1953), 
which is also known as the charge (electron) exchange energy transfer, relies on the wave 
function overlap of  the electronic states between different molecules in the near-field. 

Figure 7.2  FRET efficiency (ξ) as a function 
of the D–A distance r normalized with respect 
to the Förster radius R .0
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Dexter energy transfer is a short-range energy transfer, unlike FRET which is known 
to be a long-range energy transfer owing to the working distances that are on the order 
of  10 nm. Dexter energy transfer is only effective for the D–A separations that are typ-
ically on the order of  1 nm or shorter. Dexter energy transfer can also occur between 
non-emissive electronic states of  the materials, such as spin-forbidden triplet states, 
whereas it is currently believed that these excitons cannot be transferred via FRET 
because they have negligible oscillator strengths (Köhler and Bassler 2009). These 
exchange mechanisms are based on the Wigner spin conservation rule. Thus, the spin-
allowed processes are: (1) singlet–singlet energy transfer, D A D A* *k1 1 1 1Dexter+  → + ; 
and (2) triplet–triplet energy transfer, D A D A* *.k3 1 1 3Dexter+  → +  Dexter energy 
transfer has exponential distance dependence as compared to the k r rT

3 6∝ −− −  distance 
dependencies in the long-range FRET processes (Valeur 2002).

Another important excitonic process is the exciton diffusion. The exciton diffuses in 
a material in the broadened density of  states of  the same material; this process is called 
energy migration. Exciton diffusion has been widely studied for organic semiconduc-
tors in the search for materials with large diffusion lengths to increase the probability 
of  charge separation at the D–A hetero-interfaces in organic solar cells (Bredas and 
Silbey 2009). In addition to organic materials, exciton diffusion is crucial in bulk and 
quantum-confined semiconductor structures, i.e., quantum well, wire, and dot assem-
blies. Excitons can be transported in these quantum-confined materials; however, these 
systems should be well understood and controlled because defects can trap the diffusing 
excitons such that the emission efficiencies are significantly reduced due to the increase 
of  nonradiative recombination channels of  the excitons. This picture is also valid for 
organic semiconductors.

Exciton dissociation is the separation of  the bound electron–hole pairs into free car-
riers. This dissociation is a central step for excitonic solar cells (Gregg 2003), includ-
ing bulk-heterojunction (Saricifcti et al. 1992) and dye-sensitized (O’Regan and Grätzel 
1991), because the generation of  free charge carriers is required to realize the photovol-
taic operation. In excitonic solar cells, dissociation of  the excitons is facilitated by the 
interfaces that have type-II band alignments to physically break the excitons into free 
charges. The resistance against the dissociating of  excitons in terms of  energy stems from 
the exciton binding energy. Materials with larger exciton binding energy have more stable 
excitons because it is difficult to overcome this large Coulomb energy between the elec-
tron–hole pairs.

Lately, excitonic processes such as multi-exciton generation (MEG), Auger recombination, 
and exciton–exciton annihilation have been studied in quantum-confined semiconductors. 
MEG, also dubbed carrier multiplication, is the generation of multi-excitons upon the 
absorption of a high-energy photon h E2 .Gapν ≥ ×  It has been shown that semiconductor 
quantum dots can be efficient in terms of converting higher-energy photons into 
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multi-excitons (Nozik 2008; Beard 2011). Related to the multi-exciton phenomena, Auger 
recombination becomes severe because excitons are spatially very close to each other. In 
Auger recombination, the energy of the recombining exciton is transferred to another 
already excited charge carrier in the material, such that this charge is excited into higher 
energy states (i.e., hot carrier). This hot carrier quickly thermalizes to the respective band 
edge by losing its energy to the phonon vibrations; therefore, Auger recombination can 
significantly decrease the multi-exciton operation in quantum-confined structures (Klimov 
et al. 2000).

7.6	 NANOSTRUCTURES OF MIXED DIMENSIONALITIES

FRET distance dependency is altered for different acceptor geometries. For example, 
small molecules and 3D-confined quasi-zero-dimensional quantum dot or nanoparti-
cle (NP) acceptors are considered to be infinitesimal transition dipoles, which lead to 
the classical r 6−  dependence in the case of  a single donor to a single acceptor. On the 
other hand, 2D and 1D confined nanowire (NW) and quantum well (QW) acceptors 
lead to distance dependences that vary with r 5−  and r ,4−  respectively (Agranovich et al. 
2011; Hernández-Martínez et al. 2013). Basically, quantum confinement of  the acceptor 
modifies the distance dependency of  the FRET. Also, note that different assemblies of 
the acceptors can also alter the distance dependence, as in the case in which a 2D-like 
assembly of  the semiconductor QDs (i.e., a monolayer of  QDs on a QW donor) act as a 
1D-confined structure, which consequently results in the distance dependence having the 
form of r 4− , similar to QWs.

Here, we look at the energy transfer rate for the cases of X → NP (nanoparticle), X → NW 
(nanowire), and X → QW (quantum well), where X is a single NP, NW, or QW. Table 7.1 
illustrates the distance dependency for FRET: (1) when the acceptor is an NP, FRET is 
inversely proportional to d ;6−  (2) when the acceptor is an NW, FRET is proportional to 
d 5− ; and (3) when the acceptor is a QW, FRET is proportional to d 4− . This indicates that 
the donor dimensionality does not affect the functional distance dependency.

In all cases, the FRET’s distance dependency is given by the acceptor geometry and it is 
independent of the donor’s geometry. The effective dielectric constant, however, depends 
on the donor’s geometry. Therefore, the FRET’s distance dependency is dictated by the 
geometry of the acceptor nanostructure, whereas the donor’s contribution to the FRET 
appears through the effective dielectric constant.

Figure 7.3 presents the energy transfer efficiency for the FRET as a function of d d/ 0 . 
These dependencies are important to understand FRET and are valid for the cases when 
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Table 7.1  Distance dependency of the FRET rate for different acceptor’s geometries. This 
list includes the effective dielectric constant effect, which is a function of the donor’s 
geometry. Here X = NP (nanoparticle), NW (nanowire), or QW (quantum well)

α-direction Donor Coefficients
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distance
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d
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3
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ε ε= ay

9
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+
2
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eff 0D
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16=
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3
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D

Dε ε ε
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+
2
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D
ε ε ε= +

eff 0D
ε ε= bx

3
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d
1
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3
eff
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D
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+
eff 0D
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3
16=

z 2

3
eff

NP 0
D
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+
2

eff
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D
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eff 0D
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3
8=

the donor–donor and acceptor–acceptor separation distance is larger compared to the 
donor–acceptor separation distance. However, this condition is difficult to achieve experi-
mentally and most of the experiments (in solid phase) are set using an assembly of nanos-
tructures. Therefore, it is crucial to understand FRET for the cases when the nanocrystals 
(NP and NW) are assembled into arrays (e.g., chains and films). This aspect is explained 
in the following section.
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7.7	 ASSEMBLY OF NANOSTRUCTURES

Here, we describe the framework of generalized Förster-type nonradiative energy trans-
fer between one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) 
assemblies of nanostructures consisting of mixed dimensions in confinement, namely, 
nanoparticles (NPs) and nanowires (NWs). Also, the modification of the FRET mecha-
nism with respect to the nanostructure serving as the donor versus the acceptor is listed, 
focusing on the rate’s distance dependency. Table 7.2 summarizes the transfer rates in the 
dipole approximation for all combinations with mixed dimensionality (NP, NW, QW) in 
all possible arrayed architectures (1D NP, 2D NP, 3D NP, 1D NW, 2D NW). This table 
illustrates the functional distance dependency for the FRET rates: (1) when the acceptor 
is a 1D NP assembly, the FRET rate is proportional to d ;5−  (2) when the acceptor is a 2D 

Figure 7.3  (a) Generic FRET rate distance dependency. Energy transfer rates are depicted as 
a function of d d/ ,0  where d0  is the characteristic distance, which satisfies the asymptotic 
condition. (b) Energy transfer efficiency for the FRET. The red line shows the energy transfer 
efficiency for the D–A pair, when the acceptor is NP. The green line depicts the energy transfer 
efficiency for the D–A pair when the acceptor is NW. The blue line gives the energy transfer 
efficiency for the D–A pair when the acceptor is QW. Here, X = NP, NW, or QW.
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NP assembly, the FRET rate is proportional to d ;4−  and (3) when the acceptor is a 1D NW 
assembly, the FRET rate is proportional to d .4−

We see that the donor dimensionality (NP, NW, QW) does not affect the functional depend-
ency on the distance. In all cases, the FRET rate distance dependence is given by the acceptor 
geometry and acceptor array architecture, and it is independent of the donor’s geometry. 
Table 7.2 summarizes the FRET rate generic distance dependence with equivalent cases in 
terms of the distance dependence. It is worth pointing out that the effective dielectric constant 
depends only on the donor’s geometry. Therefore, we find that the FRET’s distance depend-
ency is dictated by the confinement degree of the acceptor nanostructure and its stacked array 
dimensions, whereas the donor’s confinement affects the modification of effective constant.

Conclusion

•	 Energy transfer is a directional process that occurs from the excited energy state of a 
donor, D, to the ground energy state of an acceptor, A: (D*, A) → (D, A*).

•	 The energy transfer can be radiative or nonradiative. The radiative transfer involves photon 
emission. In the case of nonradiative transfer, there is no real photon emitted in the process.

•	 Nonradiative energy transfer requires the emission spectrum of the donor to overlap 
with the absorption spectrum of the acceptor such that optical transitions of the donor 
and the acceptor couple and are in resonance. This type of transfer is thus also referred 
to as the resonance energy transfer (RET).

•	 The Förster resonance energy transfer (FRET), also known as fluorescence resonance 
energy transfer, is a direct result of the long-range dipole–dipole interactions between a 
donor and acceptor pair, where the excitation energy (in the form of an exciton) is trans-
ferred from the donor to the acceptor. It is different than the Dexter process, which allows 
for charge transfer.

•	 The energy transfer efficiency depends on the coupling of the donor and acceptor dipoles. 
This in turn depends on the extent of spectral overlap of the donor emission and the 
acceptor absorption, the donor quantum yield, the spatial distance between the donor 
and the acceptor, and the orientation of the donor and acceptor transition dipoles.

•	 Förster radius is the separating distance between the donor and acceptor dipoles at 
which the energy transfer efficiency is a half.

•	 In the case of coupling with a point-like dipole acceptor (e.g., quasi-zero dimensional (0D) 
quantum emitter acceptor), FRET scales down with d–6, where d is the separating distance 
between the donor and the acceptor. When the acceptor is a one-dimensional (1D) quantum 
emitter (e.g., a nanowire), this scaling is modified to d–5, and in the case of using a two-
dimensional (2D) quantum emitter as the acceptor (e.g., quantum well), this becomes d–4.
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Problems

7.1	 Assume the Förster radius for the following FRET pairs is exactly the same: (1) a 
quantum dot donor and a quantum wire acceptor, and (2) a quantum wire donor and 
a quantum dot acceptor. Which pair has the highest energy transfer efficiency when 
the separation between them is half  of the Förster radius?

7.2	 Plot the generic distance dependencies of the energy transfer rate as a function of 
the distance between a donor–acceptor pair for the cases of the acceptor being (1) 
quasi-zero dimensional (0D), (2) one-dimensional (1D), and (3) two-dimensional 
(2D) quantum emitters. Discuss why there is a specific trend.

7.3	 State the generic distance dependencies of the energy transfer rate between a donor–
acceptor pair for the cases of the acceptor being (1) a two-dimensional array of 
quasi-zero dimensional (0D) quantum emitters, (2) a one-dimensional array of 
one-dimensional (1D) quantum emitters, and (3) a single two-dimensional (2D) 
quantum emitter. Discuss why.

7.4	 Consider two dipoles. In which orientation is the energy transfer the maximum and 
in which orientation is it the minimum?
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             8 

  8.1     HUMAN VISION AND PHOTOMETRY 

       Lighting applications need materials and devices with visible light emission and which 
should meet a number of requirements to fi t human vision characteristics. Remarkably, 
our perceptual ability to distinguish colors and enjoy a rich color palette with myriad tints 
comes from just the three different cones types in the human retina (  Figure 8.1(a) ). The 
daylight-adapted human sensitivity spectrum (referred to as the  photopic  sensitivity   curve) 
is defi ned by cone properties and extends from 400 nm to 700 nm, peaking at 555 nm 
(green–yellow). Daylight-adapted sensitivity defi nitely fi ts the range in which sunlight con-
tains the highest portion of radiation energy (compare  Figure 8.1 (b) and the sunlight spec-
trum given in the left-hand panel of  Figure 5.3 ). The apparent correlation of human eye 
sensitivity with the sunlight spectrum is indicative of evolutional adaptation of humans to 
environmental conditions.  

 In addition to  radiometric  measures expressing energy, power, or intensity emitted 
by a radiator, a set of  photometric  measures is essential in lighting to quantify human- 
dependent visual effects rather than observer-independent physical parameters. Spectral 
features of human vision give rise to a number of measures that are based on physical 
values introduced to account for our perceptual ability. 

 Lighting with nanostructures 

         This chapter considers application of various nanostructures in lighting devices and compo-

nents. It includes an introduction to photometry and color perception by humans, and discus-

sion of colloidal quantum dots as spectral converters in display devices and lighting sources; 

advances in development of colloidal quantum dot light-emitting diodes (LEDs); epitaxial 

quantum well structures as the core technology in solid-state lighting; the potential for metal 

nanostructures to improve effi ciency of light sources; and the outlook for challenging issues 

in this fi eld. The new trends in eye-friendly customized lighting and the lighting adapted to 

human biorhythms are covered, and possible application of residential lighting systems for 

wireless optical communication (Li-Fi) are discussed. Before reading this chapter, it is advisable 

to recall the content of  Chapter 3 , where basic principles of electron confi nement phenomena 

and modern LEDs were introduced, and  Chapter 5  (especially  Sections 5.1  and  5.8 ), where 

spontaneous light emission and its enhancement with metal nanostructures were considered. 
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Figure 8.1  Human vision spectral characteristics. (a) Normalized spectral sensitivity of the three 
types of cones (red, green, and blue) enabling daylight vision. (b) Human eye daylight-adapted 
(photopic) sensitivity spectrum, the standard luminosity function.  Source: based on Commission 
Internationale de l’Éclairage (1931).

2000 K candle flame, sunset, sunrise

2500 K incandescent lamp

3000 K warm light LED lamp and CFL

5000 K
horizon daylight,
cool white LED lamps and CFL

6000 K vertical daylight

The primary photometric value is an SI base unit, the candela, a unit of luminous inten-
sity. It is defined as the luminous intensity of a light source that emits 1/683 watt/steradian 
at wavelength (in vacuum or in air) of 555 nm (corresponds to maximal daytime eye sensi-
tivity). It approximately equals the luminosity of a true handheld candle, hence the term.

BOX 8.1  GLOSSARY: PHOTOMETRY

Candella, cd, is the SI base unit, defined 
as luminous intensity of 1/683  W/sr at 
555 nm.

Lumen, lm, is the SI-derived unit of lumi-
nous flux, 1 lm = 1 cd·sr.

Luminance efficacy of radiation, 
LER, characterizes luminosity of a light 
source per watt of radiated power, in lm/
Woptical.

Color rendering index, CRI, is a meas-
ure of a light source’s ability to reveal the 
correct colors of an illuminated object with  
respect to a reference (ideal) light source 
whose CRI is set at 100.

Gamut is a portion of color space repro-
ducible in certain process, e.g., TV, display, 

photofilm, or printing. Photofilm features a 
larger gamut than TV or PC monitor screen 
and color printing, but still less than many art 
paintings.

Correlated color temperature, CCT, is 
the temperature of an ideal black body emitter 
that radiates light of comparable hue to that 
of the light source under consideration.
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Another important value is lumen (lm). This is the SI-derived unit of luminous flux. It 
relates to candela as 1 lm = 1 cd∙sr. The luminous flux is a measure of the total quantity 
of visible light emitted by a source. A familiar but obsolete incandescent lamp of approx-
imately 75 W electric power gives roughly about 1000  lm, whereas compact fluorescent 
lamps (CFLs) and LED lamps consume only 15–20 W of electric power to give the same 
visible output.

An important parameter is luminance efficacy of optical radiation (LER). It shows 
how much luminous intensity is produced per watt of emitted power, in units of lm/Wopt. 
The highest LER is inherent, by definition, to a monochromatic light source emitting at 
555 nm; its LER will be 683 lm/Wopt. However, monochromatic green light to which our 
eyes are most sensitive cannot provide comfortable lighting conditions since it fits neither 
to sun radiation nor to candle or fireplace emission. An incandescent lamp (temperature 
about 3000 K) can give up to 15 lm/Wopt, and an ideal black body emitter (close to real 
sunlight in the daytime) measures up to 95 lm/Wopt. Recalling the properties of a hot black 
body type of emitter (Figure 5.2) one can see that rising temperature from low values to 
approximately 6000 K increases the portion of radiation in the visible because the max-
imum of its spectrum shifts from infrared (IR) to the visible. However, for temperatures 
higher than approximately 6000 K, further rises in temperature lowers LER value because 
the further shift to higher frequencies (smaller wavelengths) moves the emission spectrum 
into the ultraviolet (UV) range.

The human sense of comfortable lighting implies that color recognition and color image 
perception will be close to those when objects are exposed to the sun in the daytime, or 1–2 
hours after sunrise and 1–2 hours prior to sunset. The two latter cases, by the way, give 
spectral features close to a fireplace or a candle-light spectrum. In all the above examples, 
visual images appear as a result of  illumination by a continuous spectrum. Light that is 
similar to that emitted by a candle or a fireplace is often termed “warm,” probably to 
emphasize that its perception suggests heat coming from the above sources. It corresponds 
to an incandescent lamp or a black body radiation whose temperature is about 3000 K. 
Contrary to this case, radiation of mercury-based luminescent lamps (CFL and office-
type tubular bulbs) is said to be “cool” or “cold,” though its spectral content, while being 
not continuous, corresponds to higher temperatures when compared to black body ones 
because of the large portion of shortwave blue–green light dominating the orange–yellow 
light.

To characterize spectral energy distribution within the visible for lighting devices, the 
term correlated color temperature (CCT) is used. Description of its calculation is beyond 
the scope of this book and should be located in more specialist literature. The CCT value 
indicates the closest black body-like emitter (e.g., sunlight for higher temperatures and 
tungsten lamps for lower ones) on the Planck spectrum (see Figure 5.2) that has a similar 
hue to the source in question. It provides a reasonable estimate for light sources on the 
conventional “warm–cool” scale as is shown in Box 8.1.

A further important notion is the color space. It is used to assign numerical values 
to colors and to provide useful links between colors that can be used in color mixing. 
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The CIE (Commission Internationale de l’Éclairage, i.e., International Commission for 
Illumination) elaborates the following approach. First, the three color-matching functions, 
shown in Figure 8.2(a) are introduced. The first function, x( )λ , characterizes eye sensi-
tivity in the blue, the second, y( )λ , reproduces strictly daylight eye sensitivity, and the 
third one, z ( )λ , appears with the two maxima in the blue and in the red. With these basic 
functions for a given spectral distribution of intensity, I(λ), the three functions are then 
calculated as follows:

	

X I x d

Y I y d

Z I z d

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,

380 nm

780 nm

380 nm

780 nm

380 nm

780 nm
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λ λ λ

λ λ λ
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=

	 (8.1)

which in turn are used to calculate the chromaticity coordinates, x, y, and z,

	 x
X

X Y Z
y

Y
X Y Z

z
Z

X Y Z
x y., , 1=

+ +
=

+ +
=

+ +
≡ − − 	 (8.2)

This approach allows for the two-dimensional (xy-plane) color space to be used to 
give the CIE (1931) chromaticity diagram shown in Figure 8.2(b). In the same system, 
the Planck locus is plotted, i.e., the curve showing the apparent color for emission 
spectrum following the Planck formula, which describes radiation spectral density of 
an ideal hot body (black body) with temperature T (see Chapter 5, Figure 5.2, and Eqs. 
(5.3) and (5.4)) and the set of  straight lines used to evaluate the CCT value for light 
sources.

The chromaticity diagram reflects the regularities of color perception by humans and 
contains the full gamut of human vision. A useful summary of its properties is given in 
Figure 8.3. It contains all monochromatic colors represented by wavelength in nanome-
ters (black border line), all multitudes of colors inside, and purple colors (mixture of red 
and violet–blue) that are not monochromatic, in the bottom. The white has coordinates 
centered around x = y = z = 0.333.

Every time all three cone types are excited in certain proportions, we feel the light is 
white. Interestingly, since the cones’ sensitivity curves overlap, three cones can be stim-
ulated with only two narrow-band or monochromatic sources (see Figure 8.1(a)). Thus, 
white light can be generated with only two monochromatic or narrow-band sources. In 
Figure 8.3, three light gray lines connect sample pairs of wavelengths providing white light 
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Figure 8.2  CIE (1931) color space. (a) Color matching functions. (b) The chromaticity diagram 
with Planck radiation locus (describes an ideal black body or an incandescent lamp) for the 
temperature range from T = 1500 K to infinity, and the straight lines that are used to evaluate 
the correlated color temperature of the light sources. Colors along the Planck locus have been 
discussed in Box 8.1. Adapted from CIE (1932).

Figure 8.3  The CIE chromaticity diagram explained.

perception. Every line crossing the center white light point in the CIE chromaticity diagram 
(x = y = 0.33) and the spectral locus (the black borderline) defines two wavelengths (see 
explanation in Figure 8.3) which, presented together to an observer, give the impression 
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of white light. However, for quality lighting, the whole wealth of colors is necessary and 
the light source should provide controllable stimuli to each of the three cones in human 
eyes. The same is crucial for high color rendering index (CRI) values. Therefore, promising 
luminophores must provide controllable emission with relatively narrow bands fitting the 
perception features of human cone cells.

8.2	 QUANTUM DOT EMITTERS AND LIGHT SOURCES

8.2.1	 Excitation, relaxation, and emission

In this section we consider applications of  semiconductor nanocrystals (quantum dots) 
as active components of  luminophores, i.e., photoluminescent materials that emit light 
of  the desirable spectral range upon excitation by optical radiation. In photolumines-
cence, the emission spectrum is typically shifted to longer wavelengths with respect to 
excitation wavelength since various energy relaxation processes occur in the matter and 
the emitted photon energy is typically lower than the absorbed one. In most semicon-
ductors relaxation occurs through a continuous set of  states within c- and v-bands, as 
was shown in Figure 2.14, whereas in molecules, atoms, or quantum dots relaxation 
occurs through a number of  discrete states (Figure 8.4). Longwave (low-frequency) 
shift of  photoluminescence emission spectrum versus excitation wavelength is referred 
to as Stokes shift, named after George Stokes (1819–1903), who is known for pioneer-
ing studies of  light emission by optically excited matter. Photoluminescent materials 
are widely used as light converters in luminescent lamps to convert ultraviolet and 
blue mercury vapor radiation into the visible spectrum and in white LEDs to comple-
ment blue LED emission to generate white light. Because of  frequency downshifting, 
transformation of  the light spectrum by luminescent materials is often referred to as 
down-conversion. There can also be a case of  anti-Stokes luminescence, e.g., either by 

Figure 8.4  Illustration of excitation, 
relaxation, and emission processes in a 
hypothetical multilevel quantum system 
(atom, molecule, or quantum dot).
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means of  two-photon excitation or owing to thermal activation processes – then emit-
ted radiation frequency exceeds frequency of  absorbed light and the process is referred 
to as up-conversion.

Luminescent light sources have completely substituted obsolete energy-wasting 
incandescent lamps, and are widely used in indoor illumination, LCD display back-
lighting, landscape lighting, traffic lights, and car lights. It seems that in a decade tradi-
tional mercury-based luminescent bulb-like and tubular lamps (including CFLs) will be 
completely replaced by solid-state lighting sources based on semiconductor LEDs and 
luminophores. The latter, with respect to white LEDs, is often termed phosphor. Taking 
into account that mercury-based bulbs are being phased out, we shall consider semi-
conductor quantum dots as potential luminophores integrable with LED-based lighting 
devices.

8.2.2	 Colloidal quantum dots as emerging luminophores for lighting

Quantum dots (semiconductor nanocrystals with size of the order of 3–10 nm) can be 
developed based on the following approaches:

1.  commercial glass-based technologies known for decades;

2.  colloidal synthesis in solutions and polymers developed since the 1980s;

3.  �epitaxial growth using surface self-organization processes in submonolayer strained hetero-
structures, discovered in the 1990s.

The first approach, glass technology, though very old and commercially available for 
decades, can only provide reliable cutoff  filters for general applications and saturable 
absorbers for Q-switching (to get nanosecond pulses) and mode-locking (to get pico-
second pulses) in lasers. The main reason for semiconductor-doped glass uselessness 
for light-emitting applications is the impossibility of  controlling the interface between 
a dot and a matrix during growth and absence of  processes/treatments to modify inter-
face properties afterwards. Because of  indefinite and uncontrollable surface structure, 
two undesirable processes occur. First, there is a typical efficient recombination channel 
formed by surface states and often seen as a wide emission band with very large Stokes 
shift (see Figure 3.21). Second, there is photoinduced development of  fast recombina-
tion channel(s), which reduce quantum yield drastically upon prolonged illumination. 
A typical illumination dose to quench luminescence of  a semiconductor-doped glass 
sample is of  the order of  1  J/mm2. This corresponds to a few hours of  illumination 
by bright sunlight. Under this “treatment,” luminescence quenches and recombination 
time goes down by two orders of  magnitude, from approximately 10–8 s to approxi-
mately 10–10 s.
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Epitaxial dots developed in strained heterostructures are used as active components 
of near-IR laser devices for optical communication purpose in the range around 1.3 µm. 
These structures will be considered in detail in Chapter 9, but not here as this type of 
quantum dot is not promising for lighting at present.

Therefore, in what follows we concentrate on colloidal semiconductor nanocrystals, 
sometime called nanocrystal quantum dots (to distinguish from epitaxial quantum dots), 
as promising active components for lighting. Advances in colloidal quantum dot synthesis 
can offer a number of approaches toward novel luminophores for lighting. This becomes 
possible owing to (1) size-dependent narrow emission spectrum; (2) high stability; and (3) 
broad-band excitation spectrum.

Based on the quantum mechanical description of confined electrons and holes (see 
Section 3.5, Figures 3.17 and 3.19), one can readily foresee that the whole visible spectrum 
can be covered entirely by nanocrystals of the compounds whose band gap correspond 
to the near-IR. There are at least two II–VI compounds (CdSe and CdTe), and also some 
III–V compounds (InP, GaAs) with the bulk band gap in the near-IR. Among these, CdSe 
and InP have become the first colloidal quantum dot materials for commercial display 
applications.

Figure 8.5 shows an example of  three-color narrow-band emission from CdSe colloi-
dal quantum dots. Depending on size (growing from the left to the right) blue, green, or 
red emission can be obtained. Remarkably, all three emitters can be excited by the same 
deep-blue, violet, or near-UV light source. The reader is requested to estimate the size 
of  nanocrystals based on the formulas and/or experimental data provided in Section 
3.5 (see Problem 8.5). One can see that within the whole visible spectrum, CdSe colloi-
dal quantum dots feature emission bandwidth 30–50 nm (full-width at half-maximum), 
which is a very important property for luminophores, enabling versatile design of  an 
emission spectrum by combination of  a number of  bands. Another important feature of 

Figure 8.5  Normalized 
photoluminescence emission 
spectra of colloidal CdSe 
nanocrystals in a solution of 
different sizes (size grows from left 
to right). All samples were excited 
by the same lamp with near-UV 
radiation.
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quantum dot emitters is their wide excitation spectrum. Excitation spectrum is photolu-
minescence intensity dependence at a given wavelength versus excitation wavelength. In 
the case of  quantum dots, the excitation spectrum starts from the emission wavelength 
and extents toward shorter wavelengths in direct correlation with the absorption spec-
trum (Figure 8.6).

When compared to organic dyes (Figure 8.6(b)), one can see that dyes exhibit simi-
lar emission spectra, which can be shifted through the visible by means of dye change 
(e.g., coumarines in the blue, fluorescein in the green, rhodamines in yellow–orange–red), 
but in all cases the dye excitation spectrum is defined by the absorption one and has the 
width close to the emission spectrum. Excitation and emission spectra of dye molecules 
show nearly symmetric shapes. That means, e.g., that using blue excitation (like a com-
mercial GaInN LED), only blue or green emission can be obtained, whereas for orange 
or red emission green–yellow excitation is needed. This is the critical drawback of organic 
dyes as luminophores when compared to semiconductor quantum dots. For semiconduc-
tor quantum dots the full visible spectrum can be covered by a single excitation source. 
Furthermore, organic dyes can be used neither in display devices nor in lighting because of 
pronounced irreversible photobleaching that causes prompt decay of luminescence inten-
sity upon continuous illumination (Figure 8.6(c)).

In colloidal quantum dot luminophore development, invention of core–shell colloidal 
quantum dot growth in the mid-1990s was a marked milestone (Hines and Guyot-Sionnest 
1996). Since then, many groups over the world have adopted this approach. As shown in 

Figure 8.6  Photoluminescence properties of semiconductor colloidal quantum dots versus organic 
dyes. (a) Optical absorption, emission, and excitation spectra of a sample colloidal solution of 
CdSe core–shell quantum dots. (b) Emission and excitation spectra of fluorescein solution.  
(c) Degradation of photoluminescence upon prolonged illumination for dots and a dye.
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Figure 8.7, a nanometer-size crystallite of CdSe is capped by a nanometer-thick shell of 
wider-gap semiconductor, here ZnS, to ensure surface passivation (inhibits surface trap 
state formation) and improved electron–hole confinement (better electron–hole wave 
functions overlap increases the probability of their direct recombination). An additional 
positive effect is isolation of the core crystallite from undesirable chemical impact of an 
ambient medium, e.g., oxygen is known to promote photodegradation of II–VI nanocrys-
tals. Many groups reported on core–shell CdSe/ZnS colloidal dots with quantum yield up 
to 90% or even close to 100%.

Typical II–VI core–shell colloidal quantum dots feature much higher stability than 
do organic dyes. However, there is the undesirable basic phenomenon of photolumines-
cence degradation upon exposition time/dose that has prevented commercial application 
of quantum dot emitters in display and lighting devices, although their application for 
bioimaging and fluorescent labeling has been recognized. The undesirable process respon-
sible for photodegradation upon prolonged illumination (i.e., large number of absorption–
emission events) comes from Auger recombination (Figure 8.8).

8.2.3	 Multi-shell structures against Auger recombination

Auger recombination (after Pierre V. Auger, a French physicist) is known for electron–hole 
plasma in semiconductors and also in atomic plasmas. This is a three-particle process 
(Figure 8.8) in which an electron and a hole recombine but, instead of photon emission 
the energy released is picked up by another electron. For this process to occur, energy and 
quasi-momentum conservation laws should be rigidly met as is shown in Figure 8.8(a). 
One can see these constraints are pretty tough. An additional prerequisite is strong spa-
tial overlap of wave functions for all three particles whose original and final states meet 
the energy and quasi-momentum conservation rules. This is shown in Figure 8.8(b) in 
the energy‒coordinate diagram. For these reasons, in bulk semiconductors Auger pro-
cesses become noticeable at higher electron–hole pair density (>1018 cm–3) that needs hard 

Figure 8.7  Core–shell, 
gradient shell, and multi-
shell (core–shell–shell) 
quantum dot structures.
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excitation by pico- or femtosecond lasers (> 108 W/cm2 per pulse) because longer pulses 
will destroy the sample surface before these concentration levels can be reached.

A quantum dot situation is rather different. First, there is no quasi-momentum conser-
vation for dots. As was shown in Chapter 2, quasi-momentum conservation is the conse-
quence of the translational space symmetry inherent in a bulk crystal. Lack of translation 
symmetry in a dot removes the quasi-momentum conservation requirement. Therefore, 
only energy-matching conditions are to be met. Second, strong spatial confinement by 
definition ensures a priori necessary overlap of wave functions of quasiparticles excited in 
a dot. It should be noted that the number of electron–hole pairs in every dot is always dis-
crete (0, 1, 2, …), and even at low or moderate excitation levels when the average number 
of electron–hole pairs per dot is well below one, a certain portion of dots will have more 
than one pair. Then, the Auger process is promoted. If  energy acquired by an electron is 
large enough to rise over a potential barrier, a dot will ionize and then will not luminesce 
until a backward neutralization event happens. Ionization (charging) of dots further pro-
motes nonradiative recombination of electron–hole pairs, since extra carriers to pick-up 
energy are already present in a dot. Absorption and emission properties of charged dots 
also change because a photon absorbed in a charged dot, instead of creating an electron–
hole pair (exciton), now will create a trion, a three-particle state consisting either of two 
electrons and one hole or of two holes and one electron, depending on the dot charge sign.

The crucial role of the Auger process in degradation of luminescent quantum dots 
was recognized in the 1990s (Chepic et al. 1990). V. Klimov and co-workers revealed 
the universal 1/(a3) growth of the Auger recombination rate for nanocrystals of various 

Figure 8.8  Auger recombination (a,b) in a bulk semiconductor crystal, and (c,d) in a quantum dot.
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semiconductors (Robel et al. 2009), which is evidence of the role of spatial overlap of 
confined electrons and holes on Auger probability in a dot. The Auger-related photolu-
minescence degradation mechanism was the main obstacle to commercial application of 
quantum dots in display and lighting devices. To inhibit the Auger process, in addition 
to the simple core–shell structure, Dmitry Talapin and co-workers (2004) suggested and 
implemented core–shell–shell CdSe/CdS/ZnS and CdSe/ZnSe/ZnS quantum dots (Figure 
8.7). Other groups suggested thick shell structures (Chen et al. 2008; Mahler et al. 2008) 
and gradient shell structures with a smooth potential barrier (Bae et al. 2009; Lim et al. 
2011). In all cases, pronounced enhancement of photostability has been reported and 
attributed to inhibition of Auger recombination.

Cragg and Efros (2010) have elegantly explained that a parabolic spherical potential 
barrier can inhibit the Auger process in quantum dots. The reasoning is as follows. To 
inhibit the Auger process, overlap of the wave function describing an electron in the lower 
state in the c-band with that for an electron in the higher state in the c-band should be min-
imized since this overlap promotes energy pick-up by an extra electron from the recom-
bining electron–hole pair. The higher energy state corresponds to a high wave number 
value and therefore is an oscillating function with many periods within a dot. The lower 
state, vice versa, is a function with a single maximum within a dot. Therefore, overlapping 
should be kept to a minimum by means of lower-state wave function shaping. Further, 
since parabolic potential gives rise to exponential wave function, it will get smaller over-
lap as compared to a rectangular barrier featuring a sine profile of the wave function (see 
Chapter 2). Probably, any barrier smoother than rectangular will have the same property, 
including multi-shell ones as an approximation (as shown in Figure 8.7).

Recently, indium phosphide colloidal core–shell quantum dots were synthesized; these 
possess high quantum yield and tunability from green to red (Figure 8.9). Together with 
a blue LED, these nanocrystals can be used to obtain white light emission. However, the 
emission spectrum is wider than that of CdSe dots and quantum yield is still lower (about 
80% for InP dots versus 98% for CdSe dots). InP quantum dots are considered as a Cd-free 
alternative to CdSe dots in luminescent applications and it is believed they will reach the 

Figure 8.9  Photoluminescence of InP core–
shell quantum dots of different sizes. 
Adapted from Zan and Ren (2012) with 
permission of the Royal Society of 
Chemistry.
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same efficiency and spectral width parameters as CdSe dots in a few years. InP and CdSe 
colloidal core–shell quantum dots have become the first quantum dot materials integrated 
in commercial liquid crystal display (LCD) devices, including computer monitors and tel-
evisions, to get better color reproduction by means of improved white backlight spectrum.

Liquid crystal displays. LCD screens dominate in modern TV sets and PC monitors over, 
e.g., plasma display devices. Laptops, tablets, and cell phones are based exclusively on LCDs. 
An LCD screen is a matrix of voltage-controllable cells that filter the light emitted by a 
backlight source. Liquid crystals have the ability to change their refractive index in a certain 
spectral range for linearly polarized light. This property is used to make display pixels in the 
form of a voltage-tunable filter. An LCD panel should be backlit by linearly polarized white 
radiation. Formerly, fluorescent bulbs were used for backlight; now, white LEDs dominate 
in the display industry. The colorful shades of an LCD screen are therefore preconditioned 
by the emission spectrum of the backlight. The wrong backlight spectrum will result in poor 
color reproduction. White LEDs are also supposed to revolutionize residential and possibly 
street and traffic lighting. At present the most popular and cost-efficient design of white 
LEDs is based upon yellow rare earth phosphor to complement a blue InGaN electrolumi-
nescent chip.

8.2.4	 Properties of rare earth luminophores

Rare earth elements got their name because of their rare appearance as mineral resources. 
Their industrial preparation and processing is complicated and expensive, especially care-
ful separation from complex mixtures and compounds. These are 15 elements of group III 
and period 6 of the Periodic Table, called lanthanides, starting from lanthanum (number 
57) to lutetium (number 71). The principal property of lanthanides is incomplete internal 
4f-shell. This gives rise to a multitude of optical transitions used to get luminescence and 
optical gain and lasing. Since the inner f-shell is covered and screened by the outer s- and 
p-shells, optical properties of lanthanides are very stable with respect to ambient dielectric 
matrix and impurities; however, transition energies do depend on crystal matrix prop-
erties and this is used to slightly tune absorption and emission spectra. All lanthanides 
form 3+-ions, and a few of them exist also as 2+- or 4+-ions. Different ion charge can also 
change absorption and emission spectra. Properties of lanthanides are sketched in Box 
8.2. Phosphors containing cerium, europium, and terbium, for example, are widely used 
as wavelength-converting coatings on blue LED chips to generate broad-band photolumi-
nescence in the visible spectrum, peaking at yellow, red, or green wavelengths, depending 
on the rare earth ions used in the phosphors. A number of lanthanides are used as active 
media of IR lasers (see also Figure 6.5).

In modern solid-state lighting, the basic design of  a typical, most cost-efficient white 
LED comprises an electrically pumped blue LED covered with a luminophore to com-
plement blue electroluminescence, with the rest of  the spectrum covered by means of 
photoluminescent frequency down-conversion. Widely used Ce-doped YAG-crystallites 
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produce white light, with the spectrum featuring a lack of  red component to obtain a high 
CRI. The typical spectrum of a commercial white LED was shown in Figure 5.3. Figure 
8.10(a) presents YAG:Ce3+ photoluminescence data, including the emission and excita-
tion spectra. One can see that the emission spectrum is broader than a typical quantum 

Figure 8.10  Photoluminescence properties of the two representative rare earth luminophores. 
(a) Yttrium aluminum garnet (YAG) doped with Ce3+ ions in microcrystalline form is currently 
the main material in commercial white LEDs. (b) BaY1.95Si3O10 microcrystals doped with Eu3+ 
ions. Eu3+ ions feature pronounced red emission and are considered as potential additions to 
commercial Ce-based luminophores to improve coloristic parameters of commercial white 
LEDs. Adapted with permission from Shi et al. (2014) copyright OSA, and Zhou and Xia (2015), 
copyright RSC.

BOX 8.2  LANTHANIDES (RARE EARTH ELEMENTS)

Lanthanides are elements in the Periodic Table with the atomic numbers from 57 (lanthanum) 
to 71 (lutetium). They belong to group III and period 6 of the table. For these elements, electron 
transitions occur within the incomplete f-shell, providing a multitude of transitions and extreme 
stability of optical properties with respect to ambient material. Crystals and glasses doped with 
lanthanides are used as active media in solid-state lasers (Pr is used for red lasers, Nd, Ho, Er, 
Tm, and Yb for IR lasers). Ce-, Eu-, and Tb-doped dielectrics are important yellow, red, and green 
luminophores, respectively.
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dot spectrum, whereas the excitation spectrum is narrower. However, a combination of 
excitation–emission spectra is very favorable for white light generation with blue LEDs 
emitting at 450–460 nm.

If only Ce3+ ions are used for frequency conversion, CRI appears to be low for high-
quality color reproduction because of the lack of a red component. Changing matrix com-
position allows shifting the emission spectrum to the red, but then the overall efficiency 
drops because of large average photon energy losses in conversion. Addition of a small 
amount of narrow-band red emitter to standard Ce3+–phosphor is considered as a reason-
able approach to raise white LED CRI, with Eu3+ ions being the best candidate for this 
function (Figure 8.10(b)). However, Eu3+ ions have no excitation band fitting the com-
mercial blue LED (440–460 nm) used in white LEDs. There is a narrow excitation band 
near 480 nm that is also capable of exciting Ce3+ luminescence, but then a combination of 
480 nm cyan light with longwave emission will feature a lack of deep-blue and violet and 
in this case CRI will be low. A possible compromise solution is sought to find a mediator 
like co-doping with addition of a third rare earth ion to enable energy transfer for more 
efficient Eu3+ ion excitation.

The above discussion briefly highlights the problems researchers face when designing 
high-quality solid-state lighting sources. It explains why quantum dots can appear com-
petitive and advantageous with respect to rare earths, owing to cheap production and high 
flexibility of tunable emission spectra, the excitation one always being wide enough to be 
compatible with blue LEDs.

8.2.5	 First applications of quantum dots in display devices

The Samsung Advanced Institute of Technology pioneered quantum dot application in a 
backlight unit of an LCD TV screen in 2010. Jang et al. (2010) used a spectral converter 
on top of a standard blue InGaN LED chip. The converter consisted of a mixture of two 
different sizes of CdSe core quantum dot with multiple shells, the emission maxima being 
at 540 nm (green) and 630 nm (red). The quantum yield was close to 100%. White LED 
radiation enabled full coverage of the NTSC color gamut requirements. A total of 960 
white LEDs were used to make the backlight for a 46-inch TV screen. There is a possibility 
to enhance the color gamut toward the full human vision range well beyond the HDTV 
standard using quantum dot LEDs (Figure 8.11).

Several companies have reported on quantum dot manufacturing for TV backlight units 
(Nanoco, Nanosys, Nexxus Lighting, and QD Vision). Though CdSe dots are considered as 
the major material (e.g., Nanosys, QD Vision), InP is also used (Nanoco). Nanosys proposed 
a film containing green and red LEDs (QDEFTM, Quantum Dot Enhancement Film) that 
can be directly embedded in an LCD screen using the existing design (Figure 8.12). Instead 
of discrete white LEDs, quantum dot film is placed on top of a light guiding plate coupled 
to a side blue LED array. One more advantage is essential for quantum dots in the context of 
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LCD applications. Their narrow emission bands allow perfect fit to currently used RGB (red–
green–blue) filters in every LCD pixel. Thus, undesirable color cross-talk can be eliminated.

Quantum dots applications for better color reproduction have been advertised by global 
TV and display device manufacturers (Samsung Quantum Dot TV, Sony TriluminousTM, 
Philips QD Vision Color IQTM), as well as mobile phones and tablet PCs. Many analysts 
consider that quantum dot-based LED backlight units may push aside OLED technology 
owing to higher efficiency and better color reproduction.

Figure 8.11  Optical advantages 
of colloidal quantum dots for 
display applications. In the 
CIE chromaticity diagram the 
spectral purity of quantum dots 
enables a color gamut (dotted 
line) larger than the high-
definition television (HDTV) 
standard (dashed line). 
Reprinted with permission from 
Macmillan Publishers Ltd.; 
Shirasaki et al. (2013).

Figure 8.12  LCD screen with a color-converting quantum dot film.
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8.2.6	 New materials for backlight quantum dot units

There are certain possible side issues in Cd utilization from the customer display devices and 
even potential carcinogenic properties of InP. Therefore, extension of the potential material 
list for quantum dot backlight units is reasonable. During recent years a new class of visible 
quantum dot compounds has been proposed, organometal halide perovskite colloidal nano-
particles (Zhang et al. 2015; Docampo and Bein 2016; Gonzales-Carrero et al. 2016; Xing et 
al. 2016;). Perovskite nanoparticles enable efficient narrow-band photoluminescence in the 
visible tunable range by means of chemical composition. They have the chemical formula 
APbX3, where A is an organic cation (methylammonium or formamidinium) or cesium cat-
ion, and X is Cl, Br, or I. However, the presence of lead atoms in the compounds may create 
even more difficult recycling issues compared to Cd-containing dots.

Copper indium sulfide (CIS) quantum dots have also been recently suggested as a poten-
tial trend in quantum dot lighting devices. CIS–ZnS core–shell quantum dots have been 
reported to exhibit efficient green and red emission and were shown to offer high-quality 
white light when integrated with blue LEDs (Song and Yang 2012; Anc et al. 2013). The 
first reports are to be followed by further studies to optimize quantum yield and spectral 
width for good fitting to LCD spectral filters.

Last but not least, doped carbon quantum dots are also considered as a potential alter-
native to the Cd-containing approach (Reckmeier et al. 2016). High chemical stability, 
bright luminescence, and customizable surface functionalization of carbon dots make 
them an important novel nanomaterial for lighting applications.

8.3	 QUANTUM WELL-BASED BLUE LEDS

The key component of solid-state lighting is blue-emitting diodes that are made of GaN/
InGaN quantum wells (Figure 8.13). Typically, in these LED structures the multiple quan-
tum wells are sandwiched between the n-doped region (commonly doped with Si) and 
the p-doped region (commonly doped with Mg). The epitaxy of this LED structure usu-
ally follows an unintentionally doped GaN region, preceded by low-temperature buffer 
and interlayer growth, commonly on patterned sapphire substrate (PSS), as shown in 
Figure 8.13(a). The resulting as-grown epitaxial wafer can be optically characterized as 
a whole, for example, for peak emission wavelength across the full epitaxial wafer. Figure 
8.13(b) shows an exemplary map of the emission peak wavelength, here with a nonuni-
formity level of <1%. Similar optical characterizations are possible for emission full-width 
half-maximum and intensity profiles, which altogether provide useful information about 
the quality of the epi-growth. In fact, it is also possible to track in real time the growth 
using an in-situ reflectance spectrum, as presented in Figure 8.13(c) showing the real-time 
recording during the epitaxial growth of each LED layer. By closely following every layer, 
one can carefully follow the proper formation of epitaxial layers in the LED design. In 
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addition, structural characterization, which is also very commonly performed, is useful 
as well, one of which is, for example, x-ray diffraction (XRD) spectroscopy, depicted in 
Figure 8.13(d), showing high crystal quality with an XRD peak full-width half-maximum 
of <190 arcsec. Using alloys of InxGa1−xN in the quantum wells it is possible to tune the 
peak emission from near-UV to green. The most commonly used emission is in the range 
450–460 nm (blue–cyan) for solid-state lighting.

Basically, the steps of the LED-making process span from materials growth to device fabri-
cation and packaging. In the first step, starting with a substrate (for example, sapphire that can 
be pre-patterned, as shown in Figure 8.14, or a native substrate of GaN), typically a metal–
organic chemical vapor deposition (MOCVD) system is used to grow the epitaxial structure in 
a very controlled way almost layer by layer. The MOCVD system can have multiple substrate 
carriers; several tens of substrates are common in mass production. During the growth, three 
critical parameters – the composition, doping, and thickness of each layer – are precisely con-
trolled, resulting in wafers that carry the full LED epitaxy on the starting substrate – called 
together the epitaxial wafer, or epi-wafer, pictured in Figure 8.14. One can see the blue light 

Figure 8.13  (a) Typical LED structure consisting of InGaN/GaN multiple quantum wells 
sandwiched between the n-doped region (n-GaN, doped with Si) on the bottom and p-doped 
region (p-GaN, doped with Mg) on the top, which follows the unintentionally doped GaN region 
preceded by low temperature buffer and interlayer on PSS. (b) Peak emission wavelength profile 
across a full epitaxial wafer exhibiting emission nonuniformity <1%. The emission map is color-
coded and the color scale represents the emission wavelength on the right. (c) In-situ reflectance 
spectrum showing real-time recording during the epitaxial growth of LED layers. (d) X-ray 
diffraction spectroscopy showing a full-width half-maximum of <190 arcsec.
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Figure 8.14  Steps of the LED-making process: starting with sapphire substrates that are pre-
patterned as shown in the microscopic image; continuing with the epitaxial growth using a 
MOCVD system, with multiple carriers, resulting in wafers that have LED epitaxy on the starting 
substrate, known as the epi-wafer; subsequently fabrication of LED devices on the epi-wafer; and 
finally packaging of the individual LED chips.

Figure 8.15  Energy band diagram of a GaN/InGaN 

LED with multiple quantum wells of InxGa1−xN/GaN 
sandwiched between p-GaN and n-GaN. The band 
diagram illustrates electron injection from the n-region 
and hole injection from the p-region. Injected electrons 
and holes captured in the quantum wells radiatively 
recombine to emit light.
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emission coming out of the as-grown epi-wafer locally wherever there is current flow through 
its layers internally from the p-region to the n-region, driven by the external driving circuitry. 
This corresponds to the spot where the epi-wafer holes are fed into the p-region and electrons 
into the n-region, as illustrated in Figure 8.15. For the electron–hole injection, it is not neces-
sary to have device mesa definition, as shown in Figure 8.16. Finally, following the epi-growth 
comes the fabrication of LED devices on the epi-wafer and subsequently the packaging of 
individual LED chips, as demonstrated in the last two steps of Figure 8.14.

In operation of an LED, electrons are injected from the n-region and holes from the 
p-region when the current is driven in the forward bias, as sketched in the energy band 
diagram in Figure 8.15. These injected electrons and holes are captured in the InxGa1−xN/
GaN quantum wells and recombine radiatively to emit light. This is the electrolumines-
cence of the LED. In this operation, one of the main device performance advantages is 
efficiency, which can be defined in various ways. Table 8.1 provides a list of commonly 
used efficiencies and their relations. Among them, one of the most common is the exter-
nal quantum efficiency (EQE), which is the product of internal quantum efficiency (IQE) 
and light extraction efficiency (LEE). EQE simply corresponds to the ratio of the number 
of photons emitted by the LED to the number of electrons injected into it. Here, IQE 
depends in turn on the injection efficiency (IJE), which is the ratio of the electrons injected 
into the active region to those injected into the LED, and the radiative efficiency (RDE), 
which is the ratio of the radiative recombination to the total. On the other hand, LEE 
gives the ratio of the photons emitted by the LED to those emitted from the active region. 
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In addition to EQE, the overall wall-plug efficiency (WPE) is also used commonly, which 
corresponds to the ratio of the optical output power coming out of the LED to the elec-
trical input power going into the LED. Defining voltage efficiency (VTE) as the photon 
energy of the emission per driving electrical energy of a single injected carrier, one can 
express the WPE as the product of IJE, RDE, LEE, and VTE. A typical problem with 
EQE (and thus WPE) is that it drops with increasing current density. This is referred to as 
the efficiency droop. The reasons include thermal heating (thermal droop), as well as an 
increase in Auger recombination and electron leakage at the increased current densities.

Figure 8.17(a) shows a fully processed epi-wafer; the micro-patterning of the devices on 
the epi-wafer can be easily seen. The inset shows an optical microscopy image of a single 
LED device on the epi-wafer (with 1 mm side length in this case). Figure 8.17(b) shows the 

Figure 8.16  Photograph of a full epi-wafer after completing the LED epitaxy. Although the epi-
wafer is transparent in the visible, because of the patterning of the substrate, it is highly scattering 
and looks semi-transparent. In operation, however, even simply by driving current through the 
epi-wafer (using some indium bumps to make a temporary contact), the epi-wafer provides nice 
blue electroluminescence.

Figure 8.17  (a) A full epi-wafer with LED devices after fabrication, showing a single LED device 
in the inset; (b) the same epi-wafer with a single device electrically driven, along with an inset 
of the single device in operation; and (c) electroluminescence spectrum of this device (with an 
emission peak of 452 nm and a full-width half-maximum of 20.8 nm).
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Table 8.1  A summary list of various metrics used to quantify device efficiency including EQE, 
IQE, IJE, RDE, LEE, WPE, and VTE. The list also provides relations between these efficiency 
metrics. Along with the list is shown device schematics to illustrate Pout and Pactive.
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Figure 8.18  An optical 
microscopy image of a single 
micro-fabricated device when 
driven by a pair of probes on the 
wafer.

same epi-wafer (and the device in the inset) in operation when electrically driven, with its 
electroluminescence spectrum shown in Figure 8.17(c), with a peak emission wavelength 
of 452 nm and a full-width half-maximum of 20.8 nm here. Using an optical microscope, 
another LED design is shown on the epi-wafer in operation together with the other devices 
around it in Figure 8.18 and a zoomed microscopic image of another individual LED in 
Figure 8.19. Figure 8.20 presents four LED chips packaged using diced LEDs with phos-
phor dispensed on their top, along with one of them driven by DC current in operation.

Different generations of  LED devices have been developed thus far. Examples of  such 
devices are shown in Figure 8.21, which include the so-called lateral chip, flip-chip, ver-
tical and reverse vertical architectures. These devices differ in terms of  their substrates, 
that can be kept or removed, and their contacts that can be introduced to device mesas 
from the same side or different sides. Going from the lateral chip to the reverse vertical, 
the device complexity increases and larger numbers of  lithography steps are needed, but 
at the cost of  decreased device fabrication yield. With more sophisticated device archi-
tecture, the output power range increases accordingly as the most important benefit, 
and as a result, these devices target different market sectors that require varying levels 
of  optical output power.

Figure 8.19  An optical 
microscopy image of a single 
LED chip.
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Figure 8.20  Four LED chips packaged using phosphor dispensed on the top and one of them in 
operation, driven by DC current.

Figure 8.21  Four generations of LEDs with the device architectures of lateral chip, flip-chip, 
vertical and reverse vertical structure, with the targeted main markets specified by the output 
powers. Going from the lateral chip to the reverse vertical, the output power range increases.

Structure Lateral Chip Flip-Chip Vertical Reverse Vertical

Main Market 0.1~1W 0.5~3W 1~2W 1~3W

Chips

8.4	 QUALITY WHITE LIGHT WITH NANOCRYSTALS

Lighting consumes 15–20% of total electrical energy generation. Therefore, achieving 
energy efficiency in lighting is critical. However, it is not only about the energy saving; at 
the same time, increasing visual acuity and color perception is also essential. Solid-state 
lighting based on visible LEDs offers efficient lighting solutions, but for general lighting 
at a large scale, reaching the required color quality simultaneously is key. The spectral 
responses of the color-sensitive cells in the human eye (the so-called red, green, and blue 
cones) collectively determine color perception (see Figure 8.1). Clearly, from Figure 8.1, 
one can see that these sensitivity curves do not define spectrally a complete eigenfunction 
set; indeed, they have major spectral overlaps. This means that different combinations of 
spectral content may lead to exactly the same color perception, without the brain knowing 
the difference at all. The three color matching x(λ), y(λ), and z(λ) curves (Figure 8.2(a)) 
also overlap. However, despite spectrally overlapping, the three sensitivity curves generate 
different levels of signal as a function of the optical wavelengths in the visible range (from 
400 nm to 700 nm). It is indeed these signal differences that make color differentiation 
possible when processed in the human brain.
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In Figures 8.2 and 8.3, the widely accepted CIE 1931 color gamut obtained as a result of 
these color sensitivity curves spans color space that can be generated in an infinite number 
of spectral combinations. The color gamut is represented as a function of the normalized 
chromaticity coordinates (in fact consisting of three coordinates, two of which are inde-
pendent and thus suffice for color representation). On the chromaticity coordinates, the 
upper borders of the color gamut correspond to the monochromatic (pure) colors, starting 
from red–orange–yellow on the right, going through green–cyan on the top, and ending 
in blue–violet on the left. As can be seen on the color gamut of Figure 8.2(b), the pure 
spectral points on the borders are actually not equally spaced. Indeed, the color space is 
completely nonuniform across the entire gamut in terms of the spectral components, again 
as a direct consequence of the overlapping color matching curves x(λ), y(λ), and z(λ) and 
their unequal signal levels. Also, on the gamut, note that the purer the spectral content is, 
the closer its corresponding color point is to the borders. In contrast, the white region is in 
the middle, covering shades of white.

Color quality includes three aspects of vision: visual acuity, visual performance, and 
visual comfort (Figure 8.22). For visual acuity, the device efficiency surely matters. But 
human perception also has to be taken into account. This is quantified using the LER, in 
units of lm/W

opt, which is given per optical power. This can also be expressed in terms of 
electrical input power, which would then be the LE in units of lm/Welect. It is worth noting 
that, in addition to the cones that provide color differentiation, another group of light-
sensitive cells in the human eye, known as rods, also contribute to vision (though they have 
no color sensitivity). Rods can function at low intensity levels, while cones require higher 
levels. Therefore, due to rods’ additional visual contribution, the overall eye sensitivity 
curve shifts from the photopic range (photon-adapted vision) when there are a sufficient 
number of photons, taking the human eye into the scotopic range (dark-adapted vision) 
when there are very few photons available (see visual acuity in Figure 8.22). Going from 
the photopic to the scotopic, color perception is lost while the peak sensitivity moves from 
the typical peak at ~550 nm to ~500 nm by a substantial spectral shift of about 50 nm. 
Between the two regimes is the transition range known as mesopic vision, in which rods 
can contribute substantially to perceived brightness (Figure 8.23). This gives rise to spec-
trally enhanced lighting, which can be quantified by a metric known as the scotopic-to-pho-
topic ratio (s/p ratio). The bigger the s/p ratio, the more enhanced the perceived brightness 
would be. The typical s/p ratio for white light sources falls below 2.5.

Visual performance depends on the shade of white light generated. This is given by the 
CCT in the unit K. The CCT of an operating color point is defined by the color temper-
ature of a black body radiator closest to this point on the color gamut (Figure 8.2(b)). 
The color point in the white region moves toward the blue with increasing CCT and gains 
a bluish tint, referred to as cool white light. Conversely, it moves toward the yellow with 
decreasing CCT and gains a yellowish tint, referred to as warm white light. It is worth 
noting that the description of “warm” versus “cool” in white light is completely oppo-
site to its corresponding actual black body temperature. The visual performance is vitally 
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Figure 8.22  Color quality from the three aspects of vision: visual acuity, visual performance, and 
visual comfort.

Figure 8.23  Human eye sensitivity at various light-level conditions. In daylight conditions, 
sensitivity follows the red curve (photopic vision), which is provided by the three types of cones 
enabling color perception. In nighttime conditions, dark-adapted (scotopic) vision is possible 
with higher sensitivity but without color distinction. Now vision is mediated by rods. At an 
intermediate illumination level the human eye sensitivity is characterized as mesopic and can be 
described in terms of the scotopic/photopic ratio as shown by the green–orange curves. Adapted 
with permission from CIE (2016).
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important for avoiding undesired disruption on the biological rhythm of a human body. 
This is because too much blue content in white light disrupts the circadian cycle and can 
cause insomnia with long exposure. Therefore, especially for indoor lighting, warm white 
(i.e., with low enough CCT, preferably <3000 K) is essential.

Finally, as the third aspect of color quality, visual comfort relies on good color rendition. This 
is related to the capability of a light source to reflect the true colors of an illuminated object. 
As an indicator of the color rendering, CRI is commonly used. CRI takes values between –100 
and +100, and is unitless. Black body radiators possess a perfect CRI of 100. As the CRI can-
not capture the right rendering level for high-CCT light sources various metrics such as color 
quality scale (CQS) have been defined to provide corrected rendering. Alternatively, color ren-
dering can be quantified comparing to Munsell reference samples (R1–14). This aspect of 
color science is opening a new field that investigates emotions triggered by color.

In solid-state lighting, there are two mainstream approaches to white light generation 
using LEDs (Figure 8.24). Those are the multichip and color conversion strategies. In the 
case of the multichip approach, red, green, and blue LEDs are used together, which are 
to be driven at the same time in different weighting intensities to generate a targeted white 
point. However, green LEDs suffer from low efficiency due to the green gap problem. 
While this approach can achieve high-quality color, it requires complex circuitry and suf-
fers cost issues. As a result, today the multichip technology is not the most common one. 
Instead, color conversion LEDs presently dominate in general lighting applications. In 
color conversion, a short-wavelength (e.g., blue, cyan, or near-UV) LED optically pumps 
some color-converting materials, which are used to generate the longer-wavelength spec-
trum, for instance, in yellow or green and red. This is a low-cost approach, and thus is 
highly favored. However, this one suffers an efficiency penalty due to the down-conver-
sion process (using high-energy photons from the LED electroluminescence to generate 

Figure 8.24  Strategies for white light generation using LEDs including the multichip and color 
conversion approaches.
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low-energy photons from the photoluminescence of color conversion materials). Most of 
the commonly used color conversion materials include phosphors that contain emission 
centers of rare earth ion dopants. In the case of using only yellow phosphors, the result-
ing color rendering is typically low (in the range of 70). To reach a high CRI above 90, 
both green and red phosphors need to be employed in addition to the blue color compo-
nent. However, red phosphors typically possess a wide emission spectrum, as a result of 
which their long-wavelength emission tail spills over the human eye sensitivity curve. This 
adversely leads to a substantially reduced LER (typically below 300 lm/Wopt). Therefore, 
one of the major issues with color-converting phosphors (especially in the red region) is 
the fundamental difficulty of controlling and tuning the details of their emission spec-
tra. As a consequence, LER, CRI, and CCT cannot be optimized simultaneously using 
broad-emitter phosphors. Additionally, there are supply concerns for rare earth elements.

As an alternative to rare earth dopant-based phosphors, semiconductor nanocrystals, 
also known as colloidal quantum dots (CQDs), offer a promising solution for color 
conversion (Figure 8.25). Such CQDs exhibit favorable advantages including tunable 

Figure 8.25  (a) Semiconductor nanocrystal quantum dots, with a photo of dispersion samples 
and their corresponding emission spectra. (b) Sketch of a single nanocrystal showing an inorganic 
core of Cd and Se atoms coated with organic ligand stabilizers and (c) transmission electron 
microscopy of such CdSe nanocrystals (with high crystal quality). (d) Illustration of multiple 
color-converting semiconductor nanocrystals integrated on blue LEDs.
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absorption/emission, along with broad absorption and narrow emission spectra. It is 
possible to control the peak emission wavelength of  CQDs with 1–2 nm precision using 
the quantum confinement. In addition to the size effect, their shape can be changed 
and composition tailored to control the resulting excitonic and optical properties. Also, 
being of  semiconductor type, their absorption is broad-band, unlike phosphors; as a 
result, they can be effectively excited by pump LEDs below their band edge. Because 
of  their narrow-band emission, CQDs provide color purity, which is key to achieving a 
highly optimized set of  LER, CRI, and CCT at the same time. Therefore, semiconduc-
tor nanocrystals enable high-quality white light generation. This is a relatively low-cost 
solution.

With semiconductor nanocrystals, using various well-established chemical routes, it 
is routinely possible to reach high quantum efficiencies of  >90%. The colloidal synthesis 
of  semiconductor nanocrystals allows for the growth of  high crystal quality, especially 
for II–VI groups. The best examples include Cd-containing CQDs, commonly reaching 
near-unity efficiency. However, due to recycling issues, the holy grail is to make Cd-free 
nanocrystals. As Cd-free options, InP-based nanocrystals and their heterostructure 
(e.g., InP/ZnS) hold great promise (Figures 8.9 and 8.26). Starting with an InP core, 
coating with ZnS significantly increases the stability. A recent study showed that the 
material system of  InP/ZnS can cover the entire visible spectrum using the quantum 
size effect.

The scientific question is how it is possible to make high-quality white light using colloi-
dal semiconductor quantum dots as color conversion materials in conjunction with blue 
LEDs. Clearly, it is advantageous to use such discrete combinations of narrow emitters 
compared to continuous and broad emitters of phosphors. To address this question, a 

Figure 8.26  InP/ZnS hetero-nanocrystals as Cd-free options. (a) Chemical steps of nucleus 
formation, subsequent core growth and final shell coating; (b) emission color tuning across the 
visible; and (c) imaging of the synthesized nanocrystals.
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recent study systematically investigated nanocrystal-based color conversion LEDs over 
230 million designs. This study found that only a few percent (about 2%) can reach the joint 
performance criteria of CRI ≥ 80, LER ≥ 300 lm/Wopt, CCT < 4000 K, whereas only a frac-
tion (0.001%) of them can meet the ambitious performance of CRI ≥ 90, LER ≥ 380 lm/
Wopt, CCT < 4000 K. Figure 8.27 depicts one such optimized emission spectrum using blue 
LEDs with red-, green-, and yellow-emitting CQDs, which is intended for photopic vision. 
This spectrum results in a high CRI of 91.3 and a high LER of 386 lm/Wopt at a warm CCT 
of 3041 K, which surely exceeds the typical performance levels of conventional phosphors. 
Here, the key findings are that the red CQD component is the most critical one. Given the 
human eye sensitivity curve in the photopic regime, there is an optimal red wavelength 
that gives high enough CRI at warm enough CCT while keeping LER high enough at the 
same time, and this is 620 nm. This red color component needs to be highly precise – the 
penalty of spectrally mis-positioning the red CQDs is the highest in terms of reduction in 
LER and CRI.

This shows that using the right combination of narrow CQD emissions at the strate-
gic wavelengths it is feasible to outperform conventional phosphors. Obtaining highly 
efficient white light sources requires spectra that are tuned very carefully. The CRI–LER 
tradeoffs include: (1) high CRI comes at the cost of  reduced LER at all CCTs; and (2) 
CRI decreases more slowly with respect to LER at high CCT values (see Figure 8.28). 
Figure 8.29 and Figure 8.30 show the experimental proof-of-concept demonstration 
of nanocrystal-based color conversion LEDs for photon-adapted vision (intended for 
indoor lighting) and dark-adapted vision (intended for outdoor lighting), respectively. 
Similar to the tradeoff  between CRI and LER, we see that s/p ratio drops with increas-
ing CRI. While a typical phosphor-based color conversion LED leads to s/p = 2.03 with 

Figure 8.27  High-quality lighting spectrum using blue LEDs with red-, green-, and yellow-emitting 
CQDs, leading to CRI = 91.3, LER = 386 lm/Wopt, and CCT = 3041 K.
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Figure 8.29  Photopic proof-of-concept demonstration of nanocrystal-based color conversion 
LED for photon-adapted vision (intended for indoor lighting).

Figure 8.28  CRI versus LER for various values of CCT. The insets show a theoretically predicted 
spectrum (theory) and experimentally performed spectra for various current values along with the 
real image of a device (top) and electron microscope image of a colloidal quantum dot.
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Figure 8.30  Scotopic proof-of-concept demonstration of nanocrystal-based color conversion LED 
for dark-adapted vision (intended for outdoor lighting).

Figure 8.31  CRI versus scotopic/photopic ratio.

CRI ~70, the nanocrystal-based one can achieve s/p  =  3.74 with CRI ~81. This gives 
35.7% brighter light and 84.1% better nighttime vision at the same output power level 
(see Figure 8.31). In addition to integrating with LED chips, it is possible to use these 
nanocrystals in standalone films for remote color conversion and enrichment media, e.g., 
in displays (Figure 8.32).
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Figure 8.32  Nanocrystal 
standalone color 
conversion films for 
remote color conversion 
and enrichment.

8.5	 COLLOIDAL LEDS

Colloidal LEDs are very similar to organic LEDs, except for their organic light-emitting 
materials being replaced with the colloidal semiconductor nanocrystals (see Figure 8.33). 
As semiconductor emitters, nanocrystals offer narrow-band emission, which is conven-
iently tunable by design (using the quantum size effect). Furthermore, compared to 
their organic counterparts, these nanocrystals provide higher levels of  photo- and ther-
mal-stability, mainly as a result of  their inorganic cores, in conjunction with potentially 
using various passivation strategies such as shell coating subsequent to core growth. 
These unique properties, together with fine-tuning and customization capabilities dur-
ing synthesis, make nanocrystals highly attractive as the active emitters to be electri-
cally driven in LEDs. Similar to polymer-based LEDs, the ability to make such colloidal 
LEDs using low-cost solution processing is a major technical incentive. In addition to 
being low cost, solution processing of  colloidal LEDs potentially offers the possibility to 
scale up the device fabrication to roll-to-roll processing. While being highly promising, 
however, nanocrystals suffer from organic surfactants, commonly referred to as ligands, 
used as stabilizers on their outermost surfaces. These ligands make it difficult to inject 
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carriers into the nanocrystals unless the surrounding layers in their LED structure are 
carefully chosen.

In a typical DC-driven colloidal LED, the CQD film is sandwiched between a hole 
injection layer (HTL) from the positive terminal side (anode) and an electron injection 
layer (ETL) from the negative terminal side (cathode) (see Figure 8.33). In operation, 
holes are injected from the positive terminal through the HTL into the quantum dot 
layer. Similarly, electrons are injected from the negative terminal through the ETL into 
the quantum dot layer. For this, HTL and ETL need to be carefully chosen to match the 
LUMO (lowest unoccupied molecular orbital) level with the ETL and HOMO (highest 
occupied molecular orbital) level with the HTL. Also, for effective charge injection, cus-
tom ligand exchange following colloidal synthesis is useful, as the ligands may otherwise 
form a barrier for the charges. The typical device architecture also includes at least one 
transparent contact, e.g., transparent conducting oxide (TCO), through which the emit-
ted light is collected.

The device efficiency strongly depends on the ability to inject the carriers into the quan-
tum dot layer. Electrons driven by the cathode go through the ETL and then, while some 
of them are effectively injected into the quantum dots through the charge injection, those 
that are not make it to the other side (see Figure 8.34). Similarly, holes driven by the anode 
go through the HTL and then while some of them are effectively injected into the quantum 
dots, those that are not make it to the other side. Those electrons and holes making it into 
the quantum dots come together and create excitons to lead to radiative emission; this 
layer where the radiative recombination takes place is known as the exciton recombination 
zone. On the other hand, the charges that are overdriven will make it through the quan-
tum dot layer and thus completely miss the quantum dots. Thus, these charges, having not 
being injected into the quantum dots, would normally be wasted. However, some of these 
overdriven charges may take part in exciton formation in the nearby region outside the 
quantum dot layer. If  this happens, then these newly formed excitons close to the quantum 
dot layer can be transferred into the active quantum dot layer via FRET. This will in turn 
boost the overall device efficiency. Therefore, some of these overdriven charges may also 
contribute to the electroluminescence of the active quantum dot layer if  they are zipped 
back via FRET even when they leak out of the quantum dot layer.

Figure 8.33  Typical colloidal LED structure consisting of a 
quantum dot layer, ETL, HTL, and contacts, at least one of 
which is a TCO.
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Figure 8.34  Illustration of colloidal LED operation. Reprinted by permission from Macmillan 
Publishers Ltd.; Shirasaki et al. (2013).

Figure 8.35  White colloidal LED structure, band diagram, and emission characteristics.
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White colloidal LEDs using Cd-free quantum dots have been successfully fabricated. 
One proof-of-concept demonstration includes an InP/ZnS quantum dot layer sandwiched 
between a TPBi layer as the ETL and a poly-TPD and PEDOT:PSS as the HTL. The cath-
ode is made of Al with LiF interface to TPBi. The anode is transparent ITO (indium tin 
oxide). The device structure is illustrated in Figure 8.35(a), along with the corresponding 
energy band diagram sketched in Figure 8.35(b). It is worth noting that this band diagram 
does not correctly capture the true energy levels of interfaces and only gives a rough idea 
of how the energy levels align, assuming their bulk values. However, this diagram is useful 
to see how the electron and hole injections would occur. From this picture, one can easily 
see that the electron injection is relatively easy, whereas the hole injection is difficult due to 
larger potential barriers for holes to overcome. With the right combination of quantum dots, 
one can generate the white spectrum from the electroluminescence of a fabricated InP/ZnS 
quantum dot LED, as shown in Figure 8.35(c), along with its corresponding white color 
point on the color gamut in the inset. Luminance–current density–voltage characteristics 

Figure 8.36  Multicolor colloidal LEDs characterization.
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are presented in Figure 8.35(d), together with the picture of the resulting LED emitting 
white when electrically driven in the inset. Instead of white emission, it is also possible to 
make monochromatic colloidal LEDs, as depicted in the photoluminescence and electro-
luminescence spectra of Figure 8.36(a). Such multicolor colloidal LEDs correspond to the 
red, green, and blue regions in the color gamut and can be used in combination in principle 
for full-color display applications, spanning a large color space defined by these three corner 
color points (see Figure 8.36(b)). Their characteristic luminance–voltage and EQE–current 
density behavior are presented in Figure 8.36(c,d) for each color component. Such colloidal 
LEDs can also be constructed on flexible platforms, shown as a conceptual demonstration 
using Kapton tapes in Figure 8.37(a–d). It is useful to note that these LEDs can operate 
even in the flexed configuration, as shown with the T-bending test in Figure 8.37(e,f). This 
is surely a direct consequence of the solution-processing capability. Yet another advantage 
of the solution processing is the ability to introduce light extraction features conveniently 
directly on the colloidal LED platform, as illustrated on a typical colloidal LED structure 
(Figure 8.38(a)) processed step by step in Figure 8.38(b). The resulting fabricated light 
extraction features on the LED platform are shown with varied sizes in Figure 8.39(a–d).

Figure 8.37  Demonstrators of flexible colloidal LEDs.
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Figure 8.38  Structure and processing of light extraction features on colloidal LEDs: (a) device 
structure; (b) solution-processing steps of the light extraction features.

Figure 8.39  Fabricated light extraction features on a colloidal LED.

8.6	 POSSIBLE PLASMONIC ENHANCEMENT OF LED PERFORMANCE

8.6.1	 Photoluminescence intensity enhancement

Plasmonic phenomena in photonics are related to a number of effects coming from plasmon 
excitation in metal nanobodies or nanotextured metal surfaces. In Chapter 4 (Section 4.7), 
we saw that metal nanoparticles can enhance incident intensity of electromagnetic radia-
tion roughly by a factor of ten for simple spherical particles and by a factor of 102 or even 
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more for single spheroids or for coupled nanospheres. Enhancement occurs for radiation 
wavelength where extinction (absorption plus scattering) of a composite metal–dielectric 
medium is high. Therefore it depends on metal type, size, and shape of metal nanoparticles 
and dielectric permittivity of the ambient material. In Chapter 5 (Section 5.9), we saw that 
proximity of a metal nanobody gives rise to pronounced decrease in lifetime of excited 
states of matter bodies, promoting enhancement of both radiative (spontaneous decay) 
and nonradiative (undesirable losses bypassing the light emission process and resulting in 
metal heating) decay rates. It was emphasized that metal enhancement of radiative decay 
follows the extinction spectrum and, therefore, similar to local incident field enhancement, 
it depends not only on metal type but also on shape, size of metal nanoparticles, and on 
dielectric permittivity of an ambient environment. Unlike incident field enhancement and 
radiative rate enhancement, nonradiative losses depend mainly on metal type (metal die-
lectric permittivity) rather than on the extinction spectrum of metal–dielectric composite 
material. Moreover, metal-enhanced nonradiative losses feature much sharper distance 
dependence, vanishing at a distance typically more than 15–20 nm, whereas incident field 
and radiative rate enhancement are still noticeable in this range.

The results of plasmonic enhancement of photoluminescence (Eq. (5.37) and Figures 5.20 
and 5.21) are fully applicable to enhancement of luminescence intensity of phosphors used 
in commercial white LEDs based on epitaxial InGaN quantum well heterostructures. Metal 
nanoparticles can be easily embedded in spectral light converters made as silicone com-
pounds containing CQDs. Figure 8.40 presents the results of modeling for excitation wave-
length typical for a blue LED and emission spectrum in the rest of the visible spectrum. The 
simplest case of spherical silver particles has been chosen, the emitter dipole moment orien-
tation and incident light polarization being the best for luminescence intensity enhancement.

The real situation with random orientation of emitters will not give the ultimate enhance-
ment factors up to 40–50 times for luminescence intensity as predicted in Figure 8.40(c,d), 
but still approximately ten-fold intensity enhancement is feasible. It can be commercially rea-
sonable if metal nanoparticles are cheaper than core–shell quantum dots in mass production.

8.6.2	 Decay rate enhancement

It is important that photoluminescence intensity enhancement always occurs simulta-
neously with the considerable enhancement of the decay rate. For example, in the cases 
shown in Figure 8.40(b), ten-fold or even greater increase in the decay rate is possible 
for green–yellow–red emitting quantum dots in white LEDs. Enhancement of decay rate 
diminishes the role of the Auger process since the probability of the Auger process should 
now be compared with the probability of the modified (i.e., accelerated) recombination of 
an electron–hole pair in a quantum dot. Therefore, the Auger process should become less 
pronounced for quantum dots placed in the vicinity of metal nanoparticles. Thus plasmon-
ics appears to give rise to another positive effect on photoluminescence: enhanced photo-
stability owing to diminished Auger recombination. However, this apparent effect is not 
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Figure 8.40  Calculated photoluminescence enhancement for 450 nm excitation wavelength 
for emitters near Ag nanoparticles embedded in a medium with refraction index n = 1.5. 
(a) An emitter versus metal nanoparticle displacement and orientation; (b) total decay rate 
(radiative + nonradiative) normalized to the intrinsic radiative decay rate enhancement versus 
emission wavelength for silver nanoparticle diameter 40 and 60 nm; (c,d) emission intensity 
enhancement versus emission wavelength and emitter–metal spacing Δr for silver nanoparticle 
diameter 40 and 60 nm. The emitter intrinsic quantum yield is equal to 1. 
Reprinted from Guzatov et al. (2018b).
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easy to implement in practice. Note, photoluminescence intensity enhancement typically 
occurs simultaneously with, and to a large extent owing to, local enhancement of incident 
electromagnetic radiation. Therefore, an emitter (a quantum dot in our example) will expe-
rience higher excitation rate, i.e., more excitation–emission cycles per second. Thus the rate 
of the Auger process (it is the product of electron–hole pair generation rate and Auger 
probability) will rise accordingly. Therefore, for the Auger process to be diminished by the 
metal enhanced decay rate, the decay rate enhancement factor should dominate over the 
excitation rate enhancement factor, i.e., the combination of an emitter position, orienta-
tion, excitation, and emission wavelength should be chosen to ensure that the condition
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is safely met (see Section 5.9 for notations). This issue has not been especially addressed in 
either theory or experiments and therefore remains a subject for additional study.

8.6.3	 Electroluminescence intensity enhancement

Electroluminescence enhancement is possible exclusively through quantum yield enhance-
ment (see Section 5.9 and Eq. (5.38)) and therefore can happen only if  the intrinsic quan-
tum yield of an electrically pumped system is less than 1. For quantum yield enhancement, 
radiative decay rate should experience higher plasmonic enhancement than nonradiative 
ones and we have seen in Section 5.9 that there are plenty of experimental situations in 
which this condition can be met. In Figure 8.41, calculated enhancement of electrolumi-
nescence intensity is presented for various parameters of the experiments.

When comparing Figure 8.41 with Figure 5.19, one can see that for the target emission 
wavelengths 440–460 nm (commercial blue LEDs used in white LED production), increase 
in refraction index of an ambient medium from 1 to 1.5 essentially raises the plasmonic 
enhancement factors. This occurs owing to the extinction spectrum maximum shift toward 
the target wavelength for 50–60 nm particles in the case of silver. In this context, silver 
represents a unique plasmonic material for commercial blue LEDs. Even with randomly 
oriented emitters for the pretty wide spacing range from 3 nm to 15 nm, two- and four-fold 
intensity enhancement is possible for the intrinsic quantum yield of emitters Q

0 = 0.25 and 
0.1, respectively. For aligned emitters enhancement rises by a factor of 1.5–2.

Figure 8.41  Calculated electroluminescence intensity enhancement with 60 nm Ag nanoparticles 
for aligned and random emitters with intrinsic quantum yield Q0 = 0.1 and 0.25 versus emission 
wavelength λ and emitter–metal spacing Δr. Courtesy of D. V. Guzatov.

.009
07:03:18



2698.6  Possible plasmonic enhancement of LEDs 

There are a few early experiments that confirm the general property of electrolumi-
nescence enhancement with metal nanoparticles: the lower the IQE, the higher is the 
enhancement factor. For example, for an InGaN quantum well blue LED, Khurgin et al. 
(2008) observed about five-fold enhancement for IQE = 0.1 and 20-fold for IQE = 0.01. 
Plasmonic enhancement of electroluminescence has also been reported for CQDs. For 
IQE = 0.25, Yang et al. (2015) observed 1.46 enhancement in reasonable agreement with 
the theory (Figure 8.42), except for metal–emitter spacing which has been found in exper-
iments to give the best results at 25 nm.

8.6.4	 Decay rate enhancement in LEDs

Modern InGaN LEDs suffer from efficiency droop when current density exceeds a certain 
critical value, dependent on LED design. This efficiency droop is the main obstacle pre-
venting higher luminous output from the same chip size. The tentative reason for efficiency 
droop is Auger recombination, which becomes more probable at higher electron–hole pair 
densities in the LED active region. Thus, both quantum dot and quantum well-based 
LEDs suffer from undesirable Auger processes bypassing radiative electron–hole recom-
bination under high current (or optical excitation) conditions. As has been highlighted 
above, plasmonics always enhances excited state decay rate. Therefore, in all cases when 
metal particles are embedded in close vicinity of light emitters, they can prevent or dimin-
ish Auger processes. This can happen even if  metal particles do not increase emission 

Figure 8.42  Plasmonic enhancement of a CQD green LED with Ag nanoparticles.
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intensity. Thus, a favorable effect of metal nanoparticles on LED performance does not 
reduce the intensity enhancement but can also extend operation margins toward higher 
current densities without efficiency droop. This possible positive impact of metal nanopar-
ticles on LED efficiency at high current densities still requires experimental testing.

8.7	 CHALLENGES AND OUTLOOK

8.7.1	 Lighting revolution

The advancement of durable and compact LEDs has made a major impact on lighting 
technologies. This is now triggering a lighting revolution, by the end of which LEDs are 
expected to be deployed on a large scale, essentially in any luminary or any system using 
illumination. However, historically, lighting technologies have been using either black 
body radiation, which by its nature provides a spectral continuum of emission (e.g., incan-
descent lamps) or a highly dense combination of emission line widths (e.g., rare earth 
elements), altogether resulting in broad emission. Therefore, the conventional approach 
to lighting has been most typically to base the light source designs on continuous and 
broad emission spectra to generate white light. However, it turns out that reaching high 
photometric quality with broad emission in which the details of spectral features are not 
controlled is technically challenging.

This challenge generates an opportunity for semiconductor nanocrystals that feature 
sharp emission spectra to be used along with LEDs. Using the quantum size effect, it is 
possible to precisely fine-tune their emission peaks as desired. Therefore, using combina-
tions of nanocrystals as discrete emitters at strategic wavelengths, an important outlook is 
to generate quality lighting including high luminous efficiency and large color rendering at 
the target color temperatures (e.g., warm white shade). This type of emitter could include 
CQDs and quantum wells, among other possible choices.

These new trends will allow for customized eye-friendly lighting and also lighting adapted 
to the human biorhythm. The idea of using engineered quantum emitters will enable tai-
lored lighting to address specific needs of human beings, such as spectrally enhanced road 
lighting (in the mesopic to scotopic ranges). This is now opening up new fields in lighting 
such as color science and perception of discrete emitters and emotional lighting.

The revolution happening in lighting also influences trends in electronic displays. 
Another interesting direction is color enrichment in displays, as it has been a major tech-
nical challenge to reach color richness in electronic displays that exist in nature. Therefore, 
for electronic displays, having primary colors as pure as possible is essential to span as 
large a color area as possible on the color gamut. For this purpose, once again, semicon-
ductor nanocrystals are highly promising owing to their sharp emissions. This trend has 
already been taking place for the LCD industry, which has been most recently adapting 
nanocrystal-based color conversion either directly on their LED backlighting units or as 
additional standalone films in their backlight units.
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The outlook on the use of  this type of  sharp quantum emitter is indeed more 
wide-reaching than typically acknowledged or recognized. The introduction of  nano-
emitters has in fact extended the lifetime of  LCD technology and made it for the first 
time equally competitive and compatible with displays made of  organic LEDs (OLEDs) 
in terms of  color quality. With next-generation nanocrystal color enrichment, which will 
also feature nanopatterned pixelated films, LCDs will also be made substantially more 
efficient, in addition to their color superiority. Especially for large-format displays, as a 
result of  these improvements, combined with cost, lifetime, and yield issues, LCDs may 
prevail over OLEDs.

As another trend in lighting and displays, there is a tendency to move toward using 
lasers. Future lighting systems that specifically require high output power and great effi-
ciency at such high output power levels in their applications (e.g., headlamps) may employ 
lasing. This is again an opportunity for nanoemitters to be utilized for color conversion 
and enrichment in gain (e.g., using compact all-colloidal lasers) along with laser diode 
pumps (e.g., in blue, near-UV) in lighting and displays.

8.7.2	 Li-Fi: lighting as a wireless communication platform

The very idea of  wireless optical communication dates back to the famous A. G. Bell 
experiments in 1880 with sunlight, as mentioned in Chapter 1. Invention of  durable blue 
LEDs and white solid-state nanoemitters used in conjunction with them will definitely 
result in replacement of  residential and probably outdoor fluorescent lamps by LEDs. 
Development of  residential solid-state lighting offers an opportunity to develop optical 
wireless indoor communication systems to be implemented provided that light sources 
can be properly modulated and all data processing equipment units are supplied with 
an optical transmitter/receiver module. This idea was suggested in 2000 by Y. Tanaka 
and co-workers, and the first demonstration of  this type of  in-room communication was 
made in 2012 by H. Haas and co-workers. They have also coined the term Li-Fi (light 
fidelity) by analogy with Wi-Fi networking in the radiofrequency domain. The Li-Fi par-
adigm easily overcomes radiofrequency bandwidth limitations that are emerging with a 
high density of  users, enables security against tapping from outside the confined space 
covered by a specific Li-Fi hub, inhibits undesirable noise and cross-talk issues, and there-
fore not only can be readily integrated in residential communication services but also 
in special interference-sensitive areas like hospitals or aircraft. Current radiofrequency 
Wi-Fi networking is approaching the physical limit because of  the growing datastreams 
related to bulky audio and video data from the global internet and the increasing density 
of  users in the same space.

The Li-Fi concept (Figure 8.43) implies that in residential areas LED light intensity in 
ceiling luminaries and probably even in desktop lamps will be modulated to transfer useful 
data to different devices located within the illuminated area equipped with individual opti-
cal receiver/transmitter units. It is important to note that Li-Fi replacing Wi-Fi networks 
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not only promises higher data transfer rates but will also eliminate electromagnetic radia-
tion effects from active networking.

An optical communication channel allows data transfer rates in the gigabytes-per-
second range data versus 54 megabytes per second of the Wi-Fi standard. Thus, Li-Fi 
can be considered as a reasonable solution for extension of the Internet of Things (IoT) 
to every home as well as unlimited access to online video and audio data available on the 
global internet. Free space optical communication, by its nature, may allow for massively 
parallel optical links, without increasing the overall cost of the system. Plasmonics can 
enhance modulation rate for both a core blue InGaN LED and a phosphor thereon, the 
latter being typically much slower than the former.

8.7.3	 New nanostructures for enhanced light emission and flow management

Existing challenges are not only due to the quality- or efficiency-related issues of  the 
devices and systems. They are also related to better management of the optical light gen-
erated. It is possible to manage different attributes of  light used in the lighting system. 
These, for example, include the emission patterns and emission polarization. For instance, 
using photonic confinement in photonic crystals directly introduced on GaN LEDs, emis-
sion enhancement and tailored emission patterns have been shown (e.g., see Erchak et 

Figure 8.43  The Li-Fi concept. LED-generated light can be modulated to enable bulky data 
transfer to individual data processing or communication units (desktop and laptop computers, 
tablet PCs, audio and video systems, printers, fax and copy machines, cell phones, etc. Devices 
can communicate between each other directly through an optical data hub located on the ceiling 
above them. The latter can deliver data from distant sources received by Wi-Fi or fiber links and 
converted into light signals.
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al. 2001; Zhmakin 2011). Similarly, there is a new trend of using nanostructures directly 
defined on LEDs. These nanostructures can be designed to possess a plasmonic resonance 
coincident with the emission wavelength of LEDs, for example, made of silver and gold. 
With careful design of such plasmonic structures, it is possible to increase the electro-
luminescence intensity, which is useful for general lighting purposes, and accelerate the 
emission rate, which is useful for modulation purposes such as in Li-Fi. In addition to 
plasmonic structures, another direction is to introduce metasurfaces defined on top of 
LEDs. Such metasurfaces can be dielectric materials. These could be defined even directly 
in the GaN surface of LEDs. Such nanostructured surfaces will surely enable superior 
photon management for controlling and choosing the specific emission polarization and 
directivity.

8.7.4	 New nanomaterials for light generation

There are also new nanomaterials emerging recently, which will find use in lighting. Among 
these are semiconductor colloidal nanoplatelets and nanorods. With their structural 
high-aspect ratio, these nanomaterials enable intrinsically polarized emission. In addition 
to CQDs, there will be active devices, such as LEDs, made of colloidal quantum wells and 
wires, resulting in polarized electroluminescence. They also form densely packed solids. 
For example, colloidal quantum wells may stack into long chains. Such superstructures 
allow for additional routes to control excitonic properties. In the future, colloidal LEDs, 
with their additional solution-processing advantage, may replace LCD devices, if  they can 
be fabricated with high yield over large surfaces and the lifetime and stability issues are 
addressed. In such a colloidal display architecture, the colloidal LEDs as active compo-
nents in the display will define pixels consisting of three (RGB) components (see Bae et al. 
2014). There are also other new material systems, including perovskites and carbon dots 
as well as new prospects for silicon–germanium (see Priolo 2014).

Conclusion

•	 The recent progress in quantum well-based InGaN blue LEDs paves the way for 
a lighting revolution in a decade, when all lighting sources will be based on LEDs. 
However, serious technological problems with high-efficiency green LEDs make the 
combination of a blue or violet LED with luminophores the most cost-effective solu-
tion. LEDs are already becoming the dominant light sources in TV screens and com-
puter monitors based on liquid crystal matrices.

•	 Semiconductor nanocrystals (CQDs) feature size-controllable emission spectra. 
Advances in synthesis of efficient and photostable semiconductor quantum dots using 
the core–shell approach have made it possible to enter the commercial applications 
field as color-converting phosphors in LCD devices.
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•	 Semiconductor nanocrystals offer the possibility to shape the light source spectrum to 
perfectly meet human vision, specifically including color rendering in the daytime and 
enhanced sensitivity in the nighttime. Adaptation of emission spectra to the so-called 
mesopic conditions (intermediate between the photon- and dark-adapted vision) 
play an important role in modern lighting trends. Modification of the light spectrum 
depending on the time of morning/evening will enable human biorhythm cycles to be 
taken into account, resulting in both cost-effective and comfortable lighting.

Problems

  8.1	 What is Stokes shift?
  8.2	 Explain why the energy efficiency of every luminophore is always less than 100%.
  8.3	 Explain why we need special photometric parameters in lighting in addition to 

standard characterization of light by spectral distribution of intensity.
  8.4	 Explain the origin of the RGB (red–green–blue) approach in color formation in 

light-emitting and display devices.
  8.5	 Estimate the size of CdSe nanocrystals (Figure 8.5) and InP nanocrystals (Figure 

8.9) based on the formulas and/or experimental data provided in Section 3.5.
  8.6	 Explain what an excitation spectrum is and why it is important for luminophore 

applications. Compare and analyze excitation spectra for luminescing dyes, quan-
tum dots, and rare earth ions.

  8.7	 Explain why Auger recombination occurs more readily in quantum dots compared 
to bulky parent crystals.

  8.8	 Recall every case in which nanostructures can be used in lighting systems. Trace 
what is currently more important: electron or lightwave confinement?

  8.9	 Explain why light sources should meet different criteria for backlight LCD devices 
and for indoor lighting.

8.10	 Explain why LER value features non-monotonic dependence on black body tem-
perature and why the maximum occurs at a temperature of about 6000 K.

8.11	 Explain why metal nanoparticles cannot enhance electroluminescence intensity as 
easily as happens with respect to photoluminescence. What is the necessary prereq-
uisite to expect plasmonic enhancement of electroluminescence?

8.12	 Explain how metal nanoparticles can help to prevent Auger processes and why it is 
important for photo- and electroluminescent devices.

8.13	 Explain the Li-Fi communication principles and analyze advantages and disadvan-
tages versus Wi-Fi communication.
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  9.1     EPITAXIAL QUANTUM WELL LASERS 

       Epitaxial  quantum well  lasers are the main type of commercial semiconductor laser. These 
are used for optical data storage, as pumps and transmission sources in optical fi ber com-
munications, in thermal and xerographic printing, in various research and analytical equip-
ment, and in common laser pointers. A semiconductor diode can be extremely effi cient. 
For example, a 940 nm wavelength laser diode exists with up to 70% wall-plug effi ciency 
(WPE). The spectral range of quantum well lasers with a p–n junction spreads from 0.4 µm 
to 2.8 µm and can be further extended toward 15 µm using the  quantum cascade  design. 
Epitaxial  quantum dot  lasers are not common on the market and have entered the com-
mercial realm only lately, fi lling the 1.3 µm niche of optical communication short- distance 
networks. Most of the modern commercial semiconductor lasers are edge- emitting devices 
(see  Figure 6.10 ), which in turn break down into Fabry–Pérot and distributed feedback 
(DFB) types. In this section these types of quantum well lasers, as well as the quantum 
cascade ones, will be briefl y discussed since the mature industrial scale of these lasers has 

 Lasers 

         This chapter focuses on application of nanostructures in lasers. Nanostructures form active 

media in semiconductor lasers (quantum wells and quantum dots, epitaxial and colloidal 

ones); they appear also in multilayer mirrors (distributed Bragg refl ectors [DBRs]) in solid-state 

lasers. Quantum wells and quantum dots coupled to a DBR and also quantum dots themselves 

dispersed in a transparent matrix can serve as laser Q-switching and mode-locking compo-

nents for nano-, pico-, and femtosecond pulse generation. Using lightwave confi nement in 

nanostructures known as photonic crystals gives rise to the smallest lasers, measuring no 

more than a few micrometers in all dimensions, which paves the way for integrated photonic 

circuits. Lasers containing nanostructures range from femtosecond to continuous wave (CW) 

regimes and from milliwatt microchips for optical communication to powerful multi-watt CW 

devices for multiple applications, from metrology to medicine. Lasers with nanostructures 

dominate in the market and remain to be an active fi eld of research and developments prom-

ising new exciting records in the near future. An inexperienced reader is advised to recall the 

content of  Chapters 3  and  6  prior to proceeding with this chapter. 
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already made them the subject of many textbooks and lecture notes. The main focus of 
this section will be vertical cavity surface-emitting lasers (VCSELs), which are the subject 
of extensive research. VCSELs occupy about 25% of the overall laser diode market and are 
forecast to gain 30% growth per annum for the period till 2024.

Epitaxial quantum well lasers are based on group III–V compounds and break 
down into three types depending on the basic substrate material, namely GaAs-, InP-, 
and GaN-based lasers. GaAs-based quantum well lasers are formed from alloys of 
group III (Ga, Al, In) and group V (As, P) elements grown in compositions that are 
lattice-matched to a GaAs substrate. They can emit at any wavelength from about 630 
to about 1100 nm, the most common commercial ones being as follows: 635, 650, 680, 
and 780 nm for optical storage devices and displays; 785, 808, 830, 920, and 940 nm for 
various pumping and printing applications; 980 nm for pumping of  fiber amplifiers in 
telecommunications. InP-based quantum well lasers are formed from alloys of  the same 
group III (Ga, Al, In) and group V (As, P) components but in compositions that are 
lattice-matched to InP. They range from about 1100 to 2800 nm, but by far the most 
common are emitters at 1300, 1480, and 1550 nm which are used in fiber-optic commu-
nications. Extension to longer wavelengths needs the GaAs/AlGaAs n-type quantum 
cascade lasers based on quantum well superlattices. GaN-based quantum well lasers emit 
in the range 370‒530 nm and use (Al, Ga, In) nitrides in the form of  ternary compounds 
grown on GaN substrates.

9.1.1	 Single-spatial-mode Fabry–Pérot edge-emitting lasers

Edge-emitting lasers with parallel polished facets forming a cavity are referred to as Fabry–
Pérot lasers. The simplest and most common type is the single-spatial-mode Fabry–Pérot 
laser (Figure 9.1). Single spatial mode implies that the beam can be focused to a diffrac-
tion-limited spot. A relatively narrow waveguide is bounded by the cleaved facets. The 
narrow waveguide supports only a single optical mode. This limits its width to 2–5 μm. 
The light beam emitted by a single-mode laser at the output facet has typically 1 μm height 
and 3–4 μm width. Emitted radiation diffracts with a divergence of 20–30° in the vertical 
direction and 5–10° in the horizontal direction.

For current I below the threshold current Ith, a semiconductor laser features the proper-
ties of a light-emitting diode (LED), i.e., it emits luminescent radiation owing to dominat-
ing spontaneous transitions (Figure 9.2). At threshold current, cavity gain per round trip 
equals the total cavity losses and for I > Ith the slope changes and the dependence becomes 
much steeper. Now, stimulated downward transitions dominate over the spontaneous one, 
and recombination rate (and the possible modulation rate) many times exceeds that for the 
spontaneous (luminescence) regime. Consider the simplified common relations between 
material and cavity parameters in a laser diode.

When current density, J, increases, carrier concentration, N, increases accordingly, and 
the relation is valid:
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Figure 9.1  A Fabry–Pérot edge-emitting individual laser, a laser bar, and a stack.

Figure 9.2  (a) Laser optical output power versus current and (b) a laser cavity.
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where sτ  is recombination lifetime, iη  is injection efficiency, often it is referred to as inter-
nal efficiency, d is gain medium thickness, and e is electron charge. With increasing cur-
rent density absorption saturates (see Section 6.3) and at certain current density value J0 
absorption coefficient drops to zero. Then at further current growth optical gain develops. 
From Eq. (9.1), one can write
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where N0 is referred to as transparency carrier density and J0 is referred to as transpar-
ency current. N0 is the property of  a given semiconductor structure; it has an order of 

.010
07:07:15



9.1  Epitaxial quantum well lasers 281

magnitude about 1018 cm−3. For lasing to occur, gain should exceed the total cavity losses. 
Gain coefficient (in cm−1) for a given cavity mode averaged over the cavity length L is 
referred to as modal gain coefficient g, and the dimensionless product gL is referred to as 
modal gain. Similar to Eq. (9.2), the threshold current density is related to the threshold 
carrier density Nth,

	 J N
ed

,th th
i sη τ

= 	 (9.3)

where Nth should be larger than N0 by the amount enabling compensation for all cavity 
losses, and therefore Nth and Jth are defined by both the semiconductor properties and the 
cavity design. For this reason, it is convenient to write Nth in the form (Iga 2008),

	 N N
g

,th 0
a d m

0

α α α
ξ

= +
+ + 	 (9.4)

where αs (in cm−1) stand for different types of losses expressed as per unit length, namely: 
αa is absorptive loss; αd accounts for diffractive and scattering losses; and αm is the mirror 
loss. The latter expresses a portion of intensity not reflected by cavity mirrors in terms of 
equivalent absorption losses per unit length in the course of the radiation round trip over 
the cavity, i.e.,
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where Rf (Rr) are intensity reflection coefficient of the front (rear) mirror. The differential 
optical gain, g0 in Eq. (9.4), is defined as dg/dN. This is the value defining the slope of the 
g(N) curve, and in the first approximation, the relation is valid:

	 g N g N N( ) ( ).0 0= − 	 (9.6)

Finally, ξ is the optical confinement factor defined by the laser design. It gives the fraction 
of radiation power in the cavity passing inside the gain medium.

To summarize, from Eqs. (9.3)–(9.5) one has the following expression for the threshold 
current density, Jth:
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	 (9.7)

This relation apparently shows the ways to lower threshold current value. Active layer 
thickness d should be minimal (i.e., a double heterostructure is useful!); injection efficiency 

iη  should be as high as possible; diffraction, scattering, and absorption losses should be 
minimized; the active medium length should be longer; the mirror reflectance should be 
high; the g(N) curve should be as steep as possible, and optical confinement should be 
perfect (i.e., close to 1).
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When the condition for lasing is met, the dependence of output power P (watts) versus 
current for I  Ith can be approximated as

	 P I
h
e

I I c( ) ( ), / ,i e thη η ν ν λ= − = 	 (9.8)

where eη  is extraction efficiency, which is equal to the portion of radiation power inside a 
cavity that is extracted outside. In the simplest case eη  is defined as
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The product of injection efficiency and extraction efficiency is referred to as the external 
differential efficiency, ηext:

	 External differential efficiency .ext i eη η η= 	 (9.10)

Consider the external power efficiency P P P IU/ / ( )P 0 0η = ≡ , where U0 is the applied 
external voltage. Taking into account Eqs. (9.8) and (9.9), and keeping in mind that Ith can 
be neglected for I  Ith, h Egν ≈ , the band gap energy, and h e/ν  numerically is equal to 
energy expressed in electronvolts, we arrive at the reasonable estimate for WPE (external 
power efficiency) in the form

	
E

U
External power conversion efficiency

(eV)
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,P ext

g

0
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where Eg is expressed in electronvolts. One can see that the overall power conversion 
efficiency from the wall-plug to the single-mode monochromatic radiation is defined 
by the external differential efficiency, that is by carrier injection efficiency (pumping) 
and by extraction efficiency (low losses, high optical confinement). In the best laser 
diodes it can be as high as 50%, or even higher! Neither a laser of  other type nor other 
light source can offer such high efficiency. When comparing to LEDs, one can say that 
a laser diode features higher extraction efficiency by converting radiation power into 
a single mode.

The history of semiconductor diode lasers is actually the history of inventions toward 
lower threshold current density. In the early homojunction lasers it was of the order of 
5000 A/cm2, then, owing to double heterostructure invention, it dropped to below 1000 A/
cm2; further progress owing to various optical confinement solutions (see diagrams in 
Figure 6.11) and quantum wells allowed reaching a value of 40 A/cm2 at the end of the 
1980s, which is probably close to the basic limit for two-dimensional gain media defined by 
the energy-independent two-dimensional electron–hole density of states (see Figure 3.1). 
The recent emergence of quantum dot gain media in laser design promises further down-
shifting of threshold current density. Thresholds below 10 A/cm2 have been reported for 
research-grade quantum dot laser structures.
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Modulation bandwidth is critically important for laser applications in optical com-
munication. For laser output intensity modulated by injection current modulation, the 
modulation bandwidth (at the –3 dB level) equals 1.55fr, with fr being the laser relaxation 
frequency, which reads (Iga 2008)
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where τp is defined by intensity decay time in a cavity upon multiple round trips. It is equal 
to the round trip time Ln c2 /eff  (neff being the effective refractive index of the intracavity 
medium) divided by the factor describing intensity loss per round trip, i.e., absorptive, 
scattering, diffraction, and mirror losses. It is referred to as photon lifetime in a cavity. If  
mirror losses are the only ones, it reads
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Using the total loss components (Eqs. (9.4), (9.5)) expressed per unit length, photon 
lifetimes becomes L-independent and reads
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Recalling Eq. (9.3) for threshold current density allows excluding τs in Eq. (9.12) and to 
arrive at the relation
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This relation clearly shows the ways to higher bandwidth:

1.	 increase current density (may result in overheating);

2.	 reduce photon lifetime (cavity property; however, cavity should meet the lasing condition, 
i.e., mirrors should have reflectance dependent on medium gain);

3.	 reduce gain medium thickness.

For typical edge-emitting diodes, the gain medium thickness is d = 3 µm, cavity length 
L = 300 µm, mirror reflectance about 0.3, and photon lifetime is τp = 1 ps to result in relax-
ation frequency about 5 GHz. Regretfully, the condition J J0�  can hardly be met in most 
cases due to heat management problems.

9.1.2	 Multimode lasers, bars, and stacks

Single-spatial-mode lasers are used when a diffraction-limited radiation beam is required, 
such as optical data storage, laser printers, and pump sources in single-mode optical 
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fiber communication. Their power can be up to 1 W. The power can be raised using more 
sophisticated laser structures. In a Fabry‒Pérot edge-emitting laser, higher power can be 
obtained simply by making the laser structure wider, raising the width from 3–4 µm to 
50–100 µm. The wider lasers can deliver up to 5 W at the expense of losing spatial coher-
ence. These lasers are called broad-area or multimode lasers. They can neither be focused to 
a diffraction-limited spot nor coupled efficiently to a single-mode fiber. Maximum power 
typically increases sublinearly with laser width. Nevertheless, multimode lasers can be 
used for many applications such as pumping solid-state lasers and external-drum thermal 
printing. Total WPE can be about 60%.

The next level up is the laser bar, which is an array of 10–50 side-by-side multimode 
lasers integrated into a single chip. Standard bar dimensions are about 1.0 cm wide and 
1–2 mm long. A single bar can emit 20–60 W of CW power. The most common application 
for bars is pumping solid-state lasers; the most common pump wavelengths are 785, 792, 
808, 915, and 940 nm.

9.1.3	 Distributed feedback lasers

Many laser applications require a narrow-band emission spectrum and low noise. These 
are, first of all, every spectroscopic application and optical communication field, where 
high-quality laser source is a prerequisite for wavelength division/multiplexing (WDM) 
performance. A simple Fabry–Pérot edge-emitting laser is good for many applications 
except for the two above mentioned ones. In 1971 H. Kogelnik and C. V. Shank proposed 
spatially periodic refractive index of the gain medium or gain itself  to promote generation 
at a given mode of a cavity. They coined the notion of a distributed feed back (DFB) laser. 
This approach has been realized for dye lasers. In the same period, in 1971–1972 Rudolf 
Kazarinov and Robert Suris at Ioffe Institute (Leningrad, USSR, now St-Petersburg, 
Russia) proposed a semiconductor laser with a grating on top of the gain medium. Grating 
can be performed in the form of grooving (Figure 9.3) or by means of a periodically alter-
nating refractive index. Grooves can be made by photolithography using laser beam inter-
ference to develop a sub micrometer periodic image on the surface with subsequent etching 
or ion milling. The front mirror is replaced by an antireflection coating and the rear mirror 
features high reflectance. Light propagates in a gain medium with a periodically corrugated 
surface. Owing to multiple diffraction with inversion of light propagation and light reflec-
tion/guiding by reflection from the bottom interface, spectrally selective conditions for gain 
develop, resulting in narrow-band single-mode lasing. The first semiconductor DFB lasers 
used optical pumping (Nakamura 1973). Implementation of this idea for injection lasers 
had met the problem of enhanced surface recombination in the corrugated surface, and an 
additional carrier confinement layer was introduced to separate areas of current flow and 
light diffraction. The full theory of a DFB laser is based on a consistent analysis of cou-
pled waves in a periodic structure with gain and can be researched in books on the topic. 
The third Fourier component is usually used, so that the lasing wavelength λ versus the 
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grating period Λ is defined by λ = (2/3)ngΛ where ng is the refractive index of the guiding 
medium above the gain region. For typical ng = 3.5 and λ =1.5 µm, the grating period is 
about 0.6 µm.

Today, semiconductor single-mode DFB lasers are the essential component of 1.55 μm 
WDM telecommunication systems. They are also used in many spectroscopy applications, 
including remote gas sensing. Typically, DFB lasers feature spectral bandwidth well below 
1 nm, with high stability and optional minor tunability by means of current density affect-
ing the device temperature in the range 20–30 °C. The typical output power is in the range 
1–10  mW, the threshold current being a few tens of milliamps. Standard bipolar laser 
diodes (using electron–hole recombination in a p–n junction) are available in the market 
for the range from 760 to 3000 nm. Longer wavelengths become attainable with cascade 
lasers. Optical communication application does not need wide-operation spectral range, 
but requires extreme accuracy and stability of laser output parameters. Modern DFB 
lasers for the 1.5  µm communication band offer wavelength accuracy of 0.02  nm with 
stability better than 0.005 nm per 24 hours; power-level accuracy of 0.5 dB with stability 
of 0.01 dB per 24 hours; and spectral linewidth about 1 GHz. This type of laser represents 
a high-precision device weighing about 0.7 kg and costs more than US$2000. It delivers 
typically 10–20 mW output power.

Quantum cascade lasers represent yet another type of semiconductor quantum well-
based laser. The principle of a quantum cascade laser was described in Section 6.7 
(Figure 6.14). It is essentially a unipolar device based on resonance tunneling of electrons 
in an electrically biased quantum well superlattice. Lasing occurs owing to stimulated 

Figure 9.3  A DFB laser diode has a grating on top. Positive feedback provided by diffraction of 
radiation enables single-mode emission with narrow bandwidth and high signal-to-noise ratio.  
(a) A general layout. A metal stripe is used on top (not shown) for current injection. (b) Scanning 
electron micrograph of a real DFB laser diode showing the lateral metal Bragg grating and the 
stripe on its top. (c) Lasing spectrum of a GaAlInSbAs device. (b) and (c) reprinted with permission 
from Seufert et al. (2004), copyright Elsevier.
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inter-subband transitions when electrons tunneled into a neighbor well find themselves at 
the upper level because of the biased potential profile. The latter experiences considerable 
bending since the electric field applied is of the order of 100 kV/cm. Though the idea was 
first put forward in the 1970s (see Box 9.1), the first implementation was reported in 1994 
(Faist et al. 1994). The quantum cascade principle extends the operational wavelength of 
semiconductor lasers toward the mid- and even far-IR, challenging also the sub millim-
eter (terahertz) range. The actual emergence of quantum cascade lasers has transformed 
the basic instruments for molecular vibrational spectroscopy and enabled efficient remote 
sensing of gas pollution in industrial and environmental atmospheres (Zeller et al. 2010). 
Quantum cascade lasers are commercially available in the range 3–15 µm (see Section 6.8). 
Similar to traditional lasers discussed above, optical feedback in quantum cascade lasers 
can be performed either by means of a Fabry–Pérot cavity or by using the DFB concept. 
Very large output powers have been achieved, as well as narrow linewidths with a very high 
spectral purity. Nowadays multi-watt output power in CW mode at room temperature 
with a WPE of more than 10% are seen (Hugi et al. 2015).

In recent years, two main research trends have been highlighted to extend cascade 
laser operation both to shorter and longer wavelengths. In the first approach, instead of 

BOX 9.1  DISTRIBUTED FEEDBACK AND QUANTUM CASCADE LASERS

Distributed feedback and quantum cascade semiconductor lasers were proposed for the first 
time by Rudolf Kazarinov and Robert Suris at the Ioffe Institute in Leningrad (now St-Petersburg, 
Russia) in 1971–1972. Now these lasers are widely used in optical communication and analyti-
cal instruments featuring unsurpassed spectral line purity and extreme noise reduction.

The first quantum cascade laser was made in 1994 at Bell Labs by Federico Capasso, Jérôme 
Faist, and co-workers. In 1998 these scientists shared the Rank Prize in optoelectronics with 
Kazarinov and Suris. The invention of quantum cascade lasers provided efficient mid-infrared 
(IR) radiation sources which transformed remote sensing of atmosphere and spectroscopic tech-
niques in chemistry. Nowadays, extension to the terahertz range promises efficient applications 
in security systems.

Rudolf Kazarinov Robert Suris Federico Capasso Jérôme Faist

.010
07:07:15



9.1  Epitaxial quantum well lasers 287

unipolar devices based on superlattices, an interband cascade laser has been elaborated. 
This is a bipolar device making use of electron–hole recombination in a cascaded type II 
quantum well structure where electrons experience quantum confinement but holes do not. 
This type of laser may even substitute quantum cascade devices in the range 3–6 µm in the 
future, owing to lower threshold drive powers, a critical parameter for spectroscopic port-
able and field devices where energy-saving issues may dominate output power parameters 
(Vurgaftman et al. 2015). The second approach is driven by persistent need for reliable long-
wave radiation sources for millimeter and sub millimeter wavelength range corresponding 
to the terahertz domain. Emergence of terahertz sources of electromagnetic radiation will 
transform security systems, allowing for non-perturbing inspection of humans and goods 
instead of dangerous x-ray exposure. Extension of operating range to 0.25 mm has been 
reported. Here, however, the room-temperature operation becomes a challenge (Williams 
2007). There are reports of operating temperatures up to 200 K, whereas high power at 
the 1 W level is affordable at liquid helium temperatures only. Though being acceptable for 
special research instruments, e. g., astronomy, low-temperature devices are not appropriate 
for routine use in practical applications.

9.1.4	 VCSELs: vertical cavity surface-emitting lasers

This type of semiconductor laser was briefly introduced in Chapter 6 (Section 6.5). An 
optical layout of a VCSEL and a real device image are presented in Figure 9.4. The evident 
advantages of a surface-emitting laser versus the edge-emitting one are: (1) the possibility 
of a whole laser being grown epitaxially on a wafer in a single fabrication process; (2) 
laser beam circular symmetry and higher spatial quality, meaning lower beam divergence; 
(3) easy options for dicing into single devices, linear or two-dimensional arrays; and (4) 
on-chip testing in the production process. The VCSEL design was proposed first in 1977 

Figure 9.4  VCSEL: vertical cavity surface-emitting laser. (a) Optical layout; (b) the corresponding 
electric field profile of electromagnetic radiation; (c) a real device.  Reprinted with permission from 
Kapon and Sirbu (2009), copyright Macmillan Publishers Ltd.
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by K. Iga, and the first experimental VCSEL was made by him alongside colleagues in 
1979. Since then, great progress has been made in research and development, resulting 
in a multitude of commercial single devices, arrays, and complicated VCSEL-based sys-
tems in the market. The first commercial VCSELs appeared in 1990. In 2015, VCSELs 
took second place in production volume among all types of semiconductor laser, after the 
Fabry–Pérot-type edge-emitting lasers for use in optical disk drives for data storage. They 
are the most versatile laser diodes, have enormous market growth potential, and will most 
probably soon become number one, taking into account that CD and DVD data storage is 
losing market share to solid-state flash memory devices.

The main applications of VCSELs are optical data transmission, storage, laser printers, 
and computer mice. For example, owing to VCSELs 2400 dpi (dots per inch) laser print-
ers have been developed using 4 × 8 VCSEL arrays that allow projecting 32 beams at a 
time to the photoconductor in the exposure process. In optical communication, InP-based 
VCSELs are mainly used, whereas in laser printers GaAlAs-based lasers are the most 
important, emitting at 780 nm.

Consider the possible bandwidth advantages of VCSELs versus edge-emitting coun-
terparts. Recalling the general relation for bandwidth (Eq. (9.12)), one can suppose at 
first glance that, because of the extremely short cavity (3 µm, i.e., 100 times less than for 
edge-emitting devices), photon lifetime can become much less than 1 ps. However, this is 
not the case since low gain coefficients in VCSELs result in a high Q-factor cavity with 
perfect mirrors (i.e., the cavity is shorter but the number of round trips becomes higher) 
and the net photon lifetime in VCSEL cavities remains close to 1 ps, i.e., the same as in an 
edge-emitting laser. Nevertheless, VCSELs do offer higher bandwidths (>10 GHz) owing 
to operation at higher currents ( J J0� ).

VCSELs cover the wide spectral range from 360 nm to 1600 nm, with the only break in 
the green range (500–550 nm). These lasers are available from 700 nm to 1600 nm as com-
mercial devices based on GaInAs and InP, and are the subject of experiments on extension 
to the shorter wavelengths (AlGaN) and toward longer wavelengths using GaSb.

Though the very idea of a surface-emitting semiconductor laser looks very clear and 
straightforward, its experimental implementation is by no means easy. The vertical design 
requires a number of contradictive and tough conditions to be met. Optical issues come 
from the low gain value across a few quantum well or quantum dot layers (a few cm−1). 
Electric issues come from the current flow management. Growth issues arise from the lat-
tice-matching requirements in a complicated multilayer “sandwich.” To summarize:

1.	 Very short gain length (less than 1 µm) necessitates an extreme cavity Q-factor, i.e., DBR 
mirrors should reflect more than 99%.

2.	 The whole device throughout should be conductive and optically transparent at the same 
time, i.e., the cavity should be made between electrical contacts and mirrors should be 
involved in the electrical circuit – even minor absorptive losses can cancel lasing because of 
the low gain values.
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3.	 Epitaxial growth needs good lattice matching from the substrate to the top of the whole 
device.

To meet lattice-matching requirements, the layers in DBRs should not differ much in 
the chemical content, and thus refractive index will change only a little and approximately 
20–30 periods are necessary to acquire the desirable 99% or even higher reflectance. To 
ensure the current flow throughout a structure, the appropriate doping of constituent lay-
ers should be carefully performed. Finally, in the cavity formed between DBRs, the central, 
pretty thin, area containing the multiple quantum well (or quantum dot) gain layers should 
be covered from both sides by additional transparent but conductive spacers to secure the 
optical cavity length to fit the integer number of half-waves with respect to the desirable 
lasing wavelength. Finally, the whole system should be designed in a way that electric field 
amplitude of the standing wave in the cavity should have its maximum (antinode) exactly 
in the gain area where multiple quantum well (or quantum dot) layers are located, as 
shown in Figure 9.4(b). One can see that VCSELs can be very tiny. A VCSEL’s height is 
actually defined by the DBRs’ thicknesses (1–2 µm each), whereas the base size can meas-
ure several wavelengths to ensure low diffraction losses. Vertical arrangement of lightwave 
propagation gives an accurate output beam with spherical symmetry and lower divergence 
compared to edge-emitting laser diodes.

The commercial success of  VCSELs is essentially the result of  advances in technol-
ogy, design, and modeling to meet the competitive requirements and to account for the 
complex interplay of  optical, electrical, and thermal processes in multilayer semiconduc-
tor/metal/dielectric structures. The diameter of  commercial VCSELs starts from a few 
micrometers to get the lowest threshold currents below 0.1 mA and can be as large as 
0.1 mm for high output powers beyond 100 mW. However, single-mode operation, the 
most valuable VCSEL advantage, can be performed up to a few milliwatts, and higher 
output power operation can be performed in the multimode regime only with loss in laser 
beam quality.

When optical layout is tentatively defined, the primary issue is to ensure the current flow 
and to define its surface spreading in the optimal way. Figure 9.5 shows the two most real-
istic VCSEL designs in which current flow is taken into account. To have higher efficiency, 
current should not spread far away from the lasing area and therefore a certain current 
aperture is necessary. There are several solutions suggested:

1.	 Ring- or circular-shaped top electrode. The current flows in the vicinity of the ring elec-
trode, whereas light passes through the center window. This type of electrode is shown in 
both parts of Figure 9.5. This is easy to fabricate but is not enough for an efficient device 
since the current cannot be confined completely within a small area due to diffusion.

2.	 Proton bombardment (Figure 9.5(a)) of the outer portion of the top DBR mirror. An insu-
lating layer is made by proton irradiation to limit the current spreading toward the sur-
rounding area. The process is rather simple, and is used commercially.
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3.	 Buried mesa, including the active region, with a wide-gap semiconductor to limit the current. 
The refractive index can be small in the surrounding region, resulting in an index-guiding 
structure so that current and optical confinements are performed simultaneously. However, 
the process is rather complicated.

4.	 Air-posts can be developed by etching but nonradiative recombination at the outer wall may 
cause device performance to deteriorate.

5.	 Selective oxidation of AlAs and AlxGa1–xAs layers with x close to 1 to AlxOy oxide (Figure 
9.5(b)). This is very popular in GaAs-based lasers but not suitable for InP-based devices.

Because of the very short cavity, expansion of the optical aperture to get higher output 
power by means of a larger emitting area readily switches a VSCEL laser into the mul-
timode regime and its principal advantage of higher beam quality vanishes. A few tech-
nical solutions have been proposed to keep to single-mode operation for a large emitting 
surface (Larsson 2011). First, simple increase of the cavity length has been proposed and 
implemented. In this approach, a several micrometer-long GaAs spacer has been grown 
epitaxially between the bottom mirror and the active gain layer. Current and optical con-
finements have been performed by oxide ring(s), as is shown in Figure 9.5(b). A 5 mW 
barrier has been passed in the CW single-mode operation at 980 nm. Similar results have 
been obtained with an additional metal aperture on top of the output DBR mirror for 
spatial filtering of the higher-order modes. Another solution is using the additional dop-
ing of the top DBR mirror to generate mode-selective cavity losses through reduced DBR 
reflectivity. In a similar way, an additional shallow surface relief  etched in the top DBR for 
a spatial variation of the cavity loss through a spatial variation of the phase of the reflec-
tion at the surface has also been proven to be useful. The above approaches allow for the 
5 mW level to be used in single-mode operation in the ranges 850–980 nm. In Section 9.4 
we will show that the photonic crystal paradigm offers yet another approach to scale up 
VCSELs’ power by means of a two-dimensional periodic refractive index lattice instead 
of the bottom DBR enabling efficient large-square feedback without the top DBR up to 
multi-watt levels while staying with single-mode operation.

Figure 9.5  Two methods of current confinement in VCSELs: (a) proton bombardment of the 
outer area; (b) oxidation of AlxGa1–xAs layers to AlxOy oxide.
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For applications in optical communication, the modulation rate is critically important. 
For the 1.3 µm optical communication band, both GaAs-based and InP-based structures 
have been used, whereas for the 1.5 µm band only InP-based structures are appropriate. A 
10 GHz direct modulation frequency and 10 GB/s data rates have been demonstrated for 
both communication bands over distances of a few kilometers. For shortwave communica-
tion rages (850, 980, 1060 nm), 20 GB/s have been achieved. To minimize the response time, 
additional oxide layers are introduced thus reducing the overall capacity of the device.

To understand the multiple technical problems in VCSEL fabrication, let us consider 
in more detail a multistep process for an Si-integrated 840  nm VCSEL suggested by  
E. P. Haglund et al. (2015). Its design is presented in Figure 9.6.

The laser consists of the two half-parts fabricated by the two different approaches. The 
most critical part is developed by means of epitaxial lattice-matched growth of a p-type 
DBR structure, the gain structure, and the n-type contact layer, all on a monocrystalline 

Figure 9.6  Silicon-integrated vertical cavity surface-emitting laser as suggested by E. P. Haglund 
et al. (2015). Note that the p-contact is outside and the n-contact is inside the cavity. See text for 
detail.
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GaAs wafer (step 1). The second half-part is fabricated by means of non-epitaxial depo-
sition, i.e., without lattice-matched monocrystals, of a dielectric DBR on an Si substrate. 
Then the two parts are put together (step 3) using the preliminary developed ultrathin divi-
nylsiloxanebis-benzocyclobutene (DVS-BCB) adhesive bonding. Then, metal p-contacts 
and mesas are formed by the known technique (steps 5 and 6). Afterwards, the surface is 
protected by an SiN coating (step 7) to allow for the lower layer of AlAs in the DBR mirror 
to be oxidized to get the current aperture (step 8). Finally, the n-contact metal plate is depos-
ited on the n-contact semiconductor layer. Remarkably, in this design the lower n-contact 
is inside whereas the p-contact is outside the cavity. The laser is designed for 840 nm and 
delivers 1.6 mW of optical power at 6 mA current with the 9 µm current oxide aperture. 
This example clearly shows that basic principles and approaches are well settled, but that 
every specific laser design needs several interlaced factors to be accounted for to enable 
technically feasible development of electrical and optical paths in an efficient manner.

Nowadays, researchers are challenged by the problem of wavelength extension toward 
the 400–600 nm range using GaN-based devices. It is very important for applications in 
high-resolution printing, high-density optical data storage, head-up displays, backlight-
ing, and chemical/biological sensing. There are serious obstacles that are not inherent 
in AlGaAs-based VCSELs. With III–N compounds it is not possible to make perfectly 
reflecting and highly conductive DBR mirrors.

Figure 9.7 presents a technological approach suggested by G. Cosendey et al. (2012) 
from the École Polytechnique Fédérale de Lausanne for a blue AlInN-based VCSEL. The 
major technical solutions are:

1.	 intracavity contacts since DBR mirrors are not conductive;

2.	 indium tin oxide (ITO) continuous film under the top metal ring contact to manage current 
flow;

3.	 thick cavity to inhibit side modes;

4.	 optical aperture in addition to current aperture;

5.	 oxide layers in the top DBR instead of III–V compounds;

6.	 light field management to ensure maximal intensity in the quantum well gain area and min-
imal intensity in the lossy ITO layer.

In more detail, the device was grown on a free-standing 2-inch GaN substrate using an 
Aixtron MOCVD reactor. The bottom mirror consisted of 41.5 pairs of Al0.8In0.2N/GaN 
layers. The use of such an epitaxial bottom DBR eliminates the requirement to remove 
the cavity from the substrate, which makes the process flow easy. The pair Al0.8In0.2N/GaN 
features good lattice matching (see Figure 3.3 in Chapter 3). On top of this DBR, a p–i–n-
GaN diode structure was grown with the total thickness corresponding to a 7 λ cavity 
designed for a wavelength of 420 nm. An active region made of five In0.1Ga0.9N (5 nm)/
In0.01Ga0.99N (5 nm) quantum wells was centered at an antinode of the optical field. Then a 
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20 nm-thick Al0.2Ga0.8N electron blocking layer (EBL) was grown. The n-GaN (Si doped, 
940 nm-thick) and p-GaN (Mg doped, 120 nm-thick) layer thicknesses were grown. Then 
standard microelectronics techniques were used: mesas were etched by Cl-based ICP RIE 
(inductively coupled plasma reactive ion etching). The current confinement ring was made 
by CHF3/Ar RIE plasma treatment for p-GaN surface passivation. A small circular win-
dow in the center of the mesas was protected with photoresist for current injection. An 
ITO current-spreading layer was then sputtered on top of the mesa. Its thickness was set to 
be a quarter-wave of the cavity mode to serve as the first half-pair of the top DBR. Metal 
films were then deposited to form the p-(Ni/Au) and n-(Ti/Al/Ti/Au) contacts. Finally, 
the top dielectric DBR (seven TiO2/SiO2 bilayers) was deposited by e-beam evaporation. 
Owing to the simple deposition techniques and high reliability, TiO2/SiO2 periodic layers 
are typically used to make commercial DBR mirrors for solid-state or gas lasers. Their 
refractive index contrast (see Table 4.1) enables 99% reflectivity with just seven periods. 
Regretfully, III nitrides are not suitable for current-spreading because of low conductivity. 

Figure 9.7  A blue monolithic AlInN-based vertical cavity surface-emitting laser diode on free-
standing GaN substrate designed and fabricated at the École Polytechnique Fédérale de Lausanne 
in 2012. (a) The design. (b) Photo of a device under CW current excitation. (c) Near-field real-
space image in the linear scale of a device under pulsed excitation with the current aperture 
diameter of 8 µm. DBR stands for distributed Bragg reflector, ITO stands for indium tin oxide, 
RIE stands for reactive ion etching, EBL stands for electron blocking layer. Reprinted from 
Cosendey et al. (2012), with the permission of AIP Publishing. (d,e) Calculated electric field 
distribution superimposed with the refractive index profile. Note antinode at the quantum wells 
(QW) position and the node within the ITO layer.  Courtesy of W. Nakwaski.
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Much better is the conductive semi-transparent material ITO, but even its conductivity is 
insufficient for current apertures greater than 10 µm. ITO also has noticeable optical loss 
in the visible spectrum, which is acceptable in liquid crystal display (LCD) structures and 
in LEDs, but becomes critical in the case of laser design because of higher losses from 
multiple lightwave round trips in a cavity.

There was also an approach to use both bottom and top mirrors based on purely die-
lectric rather than epitaxial semiconductor layers. In this case, though mirrors contain 
typically less than ten periods instead of 30–40 periods in the case of epitaxially grown 
DBRs, the mirror lift-off  from the substrate is involved which disturbs the accuracy of the 
structure thickness and brings a problem of perfect control of light distribution along the 
structure.

In spite of the progress in III nitride laser developments, a gap exists in the green range, 
approximately 500–550 nm, where no laser diode is currently available. Attempts to extend 
lasing from the blue to the green meets a number of obstacles – e.g., the group from Nichia 
found that shifting laser parameters to go from the blue to 500 nm have resulted in a dras-
tic ten-fold increase of the threshold current (Kasahara et al. 2011).

9.2	 EPITAXIAL QUANTUM DOT LASERS

9.2.1	 Edge-emitting laser diodes: commercial devices

Epitaxial quantum dot lasers designed as an edge-emitting device with a Fabry–Pérot cav-
ity formed by crystal facets and delivering radiation at 1.3 µm have recently appeared as 
commercial products. These advances became possible as a result of the practical needs 
and progress in self-organized quantum dot growth in strained submonolayer heterostruc-
tures owing to research by many teams across the world. In optical communication net-
works, the bands used for data transfer are defined by both fiber transparency regions 
and available lasers (and amplifiers for long-distance communication). The main band, 
C-band, from 1530  nm to 1565  nm corresponds to the lowest fiber losses and is used 
for long-distance lines using dense wavelength division/multiplexing (DWDM) to increase 
data transfer rates. The important band is referred to as the O-band and ranges from 
1260 nm to 1360 nm. It is widely used for FTTH PON (fiber to the home passive optical 
network) and LAN (local area network) setups, where one expensive laser is used to deliver 
data that are further split into up to 32 fiber lines to individual links.

Since the pioneering paper by Y. Arakawa and H. Sakaki (1982), discussed in detail in 
Chapter 6 (Section 6.6), there has been extensive research activity in the area of practical 
epitaxial quantum dot laser diodes. Many groups focused at InAs–GaAs heterostructure 
with the reasonable lattice parameters to obtain a self-organized growth regime of quan-
tum dots in submonolayer epitaxy with the pyramid-like or dome-like nanocrystals of a 
few nanometers in height and about 10 nm base length (Figure 9.8).
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Because of the narrow, delta-function-like electron and hole density of states in an ideal 
quantum dot, the threshold current density for optical gain (transparency current density) 
can be much lower than that for quantum well lasers. Additionally, as Y. Arakawa and 
H. Sakaki suggested in 1982, a narrow density of states spectrum inhibits carrier spreading 
over energy with temperature, thus temperature dependence of threshold current should 
ideally vanish. However, implementation of these basic principles in a real laser device 
became possible within the InAs/GaAs epitaxial system only nearly two decades later 
owing to efforts toward technological feasibility, material band gap requirements, and 
electron–hole recombination optimization.

The first problem was achieving the target wavelength range. At first glance, the low 
band gap energy of  InAs (Eg = 0.345 eV, which corresponds to electromagnetic radi-
ation wavelength λg  =  3.54  µm; see Chapter 2, Table 2.3) provides plenty of  oppor-
tunities to reach the 1.3  µm (0.95  eV) emission range. However, very small electron 
effective mass (0.02m0) for typically feasible self-organized InAs dots on a GaAs sub-
strate gives rise to electron ground state in the c-band >0.7  eV and does not allow 
obtaining durable structures with the first optical transition for wavelength longer than 
1.2 µm. Longer wavelengths need bigger dot size, which is not feasible because of  a 
complex interplay of  a number of  processes in the strain-based dot growth regime. 

Figure 9.8  Plan view transmission electron microscopy image of  InAs quantum dots in a GaAs 
matrix. The surface density of  the array is 3.7·1010 cm−2. The insert shows a histogram of base 
size distribution centered at 15 nm.  Reprinted from Zhukov and Kovsh (2008), copyright 
Turpion Ltd.
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To go to longer wavelengths, a different matrix was proposed with a narrower band 
gap than that of  GaAs, but with the requirement for self-organized growth due to 
lattice mismatching safely met. Recall Figure 2.3, which shows that lower potential 
wells make the energy levels move to lower values. It was found that regrowth of  an 
array of  InAs quantum dots with an InxGa1–xAs layer (x = 0.1–0.2) with a thickness 
of  4–12 nm allows shifting the emission maximum from 1.1 to 1.34 µm. The approach 
of  the optical transition energy control through the matrix parameters rather than 
through quantum dot material composition and growth regimes is very favorable in a 
sense of  tunability, while keeping dot size/shape/concentration – and therefore the gain 
medium parameters – constant.

The second problem is inefficient hole population of the quantum dot ground state. 
Because of the large effective mass of holes (mh/me > 10), the number of hole states in a 
quantum dot is greater than that of the electron states and hole states are more closely 
spaced in energy than the electron states. This results in a situation in which the injected 
electrons mainly occupy the ground state within the conduction band, but the injected 
holes are thermally spread among the closely spaced hole states instead of the ground 
state. This thermal broadening of the injected holes would reduce the quantum dot ground 
state gain and increase temperature sensitivity of the threshold current. The use of p-type 
modulation doping was suggested (Takahashi and Arakawa 1988) to improve properties 
of InAs quantum dot lasers in terms of temperature insensitivity of the threshold current, 
and was confirmed experimentally (Shchekin and Deppe 2002).

For a single quantum dot monolayer, the maximal optical gain was found to be no 
more than a few cm−1, and with the reasonable strip length about 1 mm very low losses 
should be secured, including multilayer mirrors instead of  simple crystal facets. To 
overcome this limit, multi-quantum-dot-layer heterostructures have been suggested, 
using up to ten InAs quantum dot layers (Zhukov and Kovsh 2008 and references 
therein).

Figure 9.9 presents the design of  a real experimental InAs quantum dot edge-emitting 
laser diode with the cavity formed by the two plane-parallel crystal facets, its internal 
structure, energy diagram, and the result of  optical gain calculation for the ten-layer 
active region. Gain spectra were calculated for the injection current range of  10–30 mA 
corresponding to the electron surface density per quantum dot layer nD  =  3.2∙1010–
8.3∙1010 cm−2. A single quantum dot has been modeled as a disk with a 14 nm radius and 
a 2 nm height. The calculated wavelengths of  the three peaks of  quantum dot optical 
transitions are 1266 nm (hν1 = EC1 ‒ EHH1), 1166 nm (hν2 = EC2 ‒ EHH2), and 1090 nm 
(hν3 = EC3 ‒ EHH3). The calculated optical gain spectra for different currents were found 
to perfectly match the experimentally measured data. This example is given to empha-
size the complicated multiparametric issues that exist in quantum dot laser design and 
development.

Commercial quantum dot lasers for the 1.3 µm range are developed by QD Laser, Inc. 
(Japan). A representative example is given in Figure 9.10. At T = 25 °C the device in a 
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standard TO-56 case delivers 16 mW in CW mode at 1305 nm wavelength, 60 mA current, 
and 1.5 V voltage. At T = 85 °C the same output power needs about 70 mA current, i.e., 
more than three-fold temperature change results in less than 15% current increase. The 
typical threshold current at T = 25 °C is Ith = 13 mA, i.e., the laser operates at about 4Ith.

9.2.2	 Vertical cavity surface-emitting lasers (VCSEL): extensive research

VCSELs have a number of  evident advantages that were discussed in detail in Chapter 
6 (Section 6.5). First, the surface-emitting design enables compliance with the stand-
ard chip-on-wafer production flow in microelectronics and in situ test options. Second, 
multilayer highly reflective mirrors (DBRs) can be fabricated in a single epitaxial run-
ning process instead of  using natural reflectance from crystal facets. Third, the vertical 

Figure 9.9  Design of InAs p-doped quantum dot strip edge-emitting 1.3 µm laser evaluated 
by Kim and Chang (2006): (a) design; (b) energy-level diagram; (c) calculated gain spectra for 
different injection currents.
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design gives a much better radiation pattern than edge-emitting analogs. However, 
the low gain coefficients even for ten-layer epitaxial quantum dot structures needs the 
reflection coefficient of  mirrors to be close to 100%, which in turn requires many peri-
ods of  alternating layers since refraction indices are close for semiconductor materials 
with small deviation chemical composition, and higher difference in composition is 
not possible because the structure must provide the current flow through with DBRs 
involved in the electric circuit. One can see that the clear physical principles and ideas 
can only be implemented owing to a number of  technological solutions and compro-
mises. Quantum dot VCSELs are the subject of  active research in many laboratories 
and companies.

Collaboration of researchers from the Ioffe Institute in St-Petersburg (Russia) and the 
Technical University of Berlin (Germany) pioneered the development of the first ever 
quantum dot VCSEL for 1.3 µm (Lott et al. 2000) and demonstrated a number of records 

Figure 9.10  Design and parameters of a commercial TO-56 quantum dot laser for application in 
optical communication systems. (a) Power‒current characteristics; (b) layout; (c) voltage‒current 
characteristics; (d) emission spectra.  QD Laser, Inc. (2015), reproduced with permission.
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in optimized structure design for the best performance. Figure 9.11 gives a representative 
example of the design suggested for efficient CW lasing operation.

Design and fabrication of efficient quantum dot-based VCSELs meets a number of 
challenging issues.

1.	 Controlled growth of multiple quantum dot layers. To get ten successive quantum dot lay-
ers buried in InGaAs, the spacing layer thickness should be carefully optimized to ensure 
that conditions for self-organized quantum dot formation in strained heterostructures are 
met in successive layers. A thickness of  33 nm was found to give the best results in this 
context.

2.	 Gain peak and microcavity mode matching. Quantum dots, when compared to quantum 
wells, feature much narrower gain spectrum because of the narrow density of states distri-
bution. This can result in lower threshold current, but this advantage can be implemented 

Figure 9.11  Design of an InGaAs quantum dot VCSEL for the 1.3 µm optical communication 
range. (a) The general layout; (b) electric field amplitude and refractive index spatial profile;  
(c) output power and voltage versus current. Adapted from Ustinov et al. (2005), with permission 
from John Wiley and Sons. © 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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in a device only when perfect matching is realized for the microcavity mode wavelength 
and quantum dot gain spectrum. Matching needs accurate structure design and precise 
fabrication.

3.	 High-reflective lossless mirrors. Extremely low gain value across quantum dot layers neces-
sitates perfect mirrors with negligible losses and high, nearly 99% reflectance. This is 
aggravated by relatively small refraction index difference of technologically feasible, lat-
tice-matched, and transparent in the 1.3 µm range pairs of semiconductor materials, and 
eventually up to 30-period periodic structures (DBRs) are necessary to meet the 99% reflec-
tance condition. The situation is compounded by the current flow condition. If  DBRs form 
a part of the current flow path, they should consist of doped semiconductors to ensure 
reasonable free carrier concentration. This in turn gives rise to optical dissipation losses 
because of free carrier absorption, especially in the case of p-doped materials. To overcome 
this obstacle, DBRs should be placed outside the current path circuit, i.e., design of intra-
cavity electrical contacts becomes critical.

The above approaches are embodied in the device presented in Figure 9.11. This VCSEL 
structure has intracavity contacts, p- and n-doped conductive layers, two selectively oxi-
dized current apertures, top and bottom AlGaAs/GaAs DBRs, and the active region. The 
quantum dot active region consists of three sets of triple-stacked InAs/InGaAs quan-
tum dots. Quantum dot layers are placed within the 2λ-thick undoped GaAs layer and 
surrounded by n- and p-doped Al0.98Ga0.02As quarter-wave aperture layers which were 
later selectively oxidized to form both current and waveguide apertures. These aperture 
layers are followed by 1.75λ-thick intracavity contact/current-spreading layers which are 
followed by 29 top pairs and 35 bottom pairs of undoped Al0.9Ga0.1As/GaAs DBRs. The 
1.75λ-thick intracavity contact layer is p-doped with Be to 1018 cm−3 and includes two λ/16-
thick Be spikes doped to 1019 cm−3 centered at the two standing wave nodes closest to the 
top DBR. Similarly, the lower n-doped 1.75λ-thick intracavity contact layer is doped with 
Si to 1.5∙1018 cm−3 and includes two λ/16-thick Si spikes doped to 4∙1018 cm−3 centered at 
the two standing wave nodes closest to the bottom DBR. The structure is engineered to 
get each set of triple-stacked InAs/InGaAs quantum dots exactly at the antinodes of the 
electric field intensity (Figure 9.11(b)). At room temperature the device delivers 1 mW of 
radiation power at 4 mA current and 2 V voltage, thus featuring WPE above 10%. The 
maximal output is 2 mW and the threshold current is 2 mA.

9.3	 COLLOIDAL LASERS

Colloidal quantum dots with size smaller than exciton Bohr radius of the parent bulk crys-
tal allow for wide-range absorption and emission spectra tuning, thus offering a means for 
tunable colloidal lasers. Consider an ensemble of quantum dots with strong confinement 
of electrons and holes dispersed in some transparent material. Let it be excited by the light 
whose frequency corresponds to interband transitions much higher than the absorption 
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onset (Figure 9.12). Every dot can have a single electron–hole pair, two electron–hole 
pairs, or three or even more. When an ensemble is optically excited, the average number of 
electron–hole pairs per dot grows from zero upward. The number of electron–hole pairs 
per dot can be described by the Poisson distribution function.

At low intensities of external light sources, the average number of electron–hole pairs 
per dot is very close to 0, i.e., only a very small portion of dots has one electron–hole pair, 
and an even smaller amount can have two, and even fewer gain three pairs. The absorption 
spectrum then features the shape defined by the theory developed without electron–hole 
pairs existing in dots taken into account. With growing excitation level (higher intensity 
of light) the average number of electron–hole pairs per dot grows up to one pair per dot. 
This situation corresponds to the absorption saturation, as was discussed in Chapter 6 
(Section 6.1, Figure 6.1). For further increase in excitation intensity, the average number of 
electron–hole pairs per dot will approach two. Under this condition, optical gain develops, 
similar to population inversion discussed for a three-level system in Chapter 6 (Section 
6.1, Figure 6.2). Absorption coefficient then becomes negative, the transmission coefficient 
of a slab becomes higher than 1, and optical density becomes negative. This is seen in 
Figure 9.12 for both the theory and the experiment. Notably, optical gain develops always 
for frequencies lower than the optical excitation frequency. At the excitation frequency, 
zero absorption coefficient (absorption saturation) is an extreme.

The above presentation of optical properties of semiconductor quantum dots in the 
strong confinement regime was elaborated theoretically and verified experimentally in the 
1990s (see, e.g., books by Bányai and Koch 1993; Gaponenko 1998). The first experimental 

Figure 9.12  Calculated (a) and observed (b) absorption spectra of CdSe nanocrystals (Hu et al. 
1996). Upper curves in each panel are the linear absorption spectra. The other curves correspond 
to successively growing (theory) population and (experiment) excitation intensity, from top 
to bottom. The mean nanocrystal radius is a = 2.5 nm, the Gaussian size distribution in the 
calculation was given as 0.1a. Reprinted from Hu et al. (1996) with permission from Elsevier.
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evidence on lasing for glasses containing semiconductor quantum dots (CdSe) was reported 
by Vandyshev et al. (1991) from the Moscow State University for liquid nitrogen tempera-
ture (T = 80 K), at 640 nm under pumping with the second harmonic of an Nd:YAG laser 
(532 nm), and has been followed up with extensive research. Successful observation of 
optical gain has been reported by various groups for InAs, PbS, and PbSe nanocrystals in 
a glass and in a polymer matrix.

However, the implementation of this simple optical gain idea for quantum dot lasers 
faced a serious obstacle. When two or more electron–hole pairs exist in the same dot, the 
strong wave functions overlap and a lack of translational symmetry (lifts on momentum 
conservation) enables an efficient Auger process, resulting in fast nonradiative recombina-
tion. This effect was discussed in Chapter 8 (Section 8.2, Figure 8.8). Auger recombination 
shunts stimulate the emission process and additionally promote fast photodegradation. To 
combat the Auger process, V. Klimov from Los Alamos National Lab (USA) suggested 
using the type II core–shell quantum dots rather than type I ones (Figure 9.13).

In type II core–shell quantum dots, only one type of  charge carrier, either an elec-
tron or a hole, has a potential well (see also Figure 3.22). Then an electron and a hole 
wave functions and the corresponding probability densities separate in space, resulting 

Figure 9.13  Single-exciton optical gain in semiconductor nanocrystals. (a) Electron and hole wave 
functions (probability density) in a generic CdS quantum dot (type I bands alignment).  
(b) Electron and hole wave functions (probability density) in a core–shell CdS/ZnSe quantum 
dot (type II alignment). (c,d) Photoluminescence at high excitation, X denotes single exciton, XX 
denotes biexciton. Reprinted by permission from Macmillan Publishers Ltd.; Klimov et al. (2007).
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in charge separation (Figure 9.13(b)) and a local electric field develops upon optical 
excitation. This field gives rise to a small energy shift of  the first transition energy so 
that a single-exciton emission band moves slightly to lower energies as compared to the 
single photon absorption band. Thus a familiar three-level system develops dynamically 
upon excitation, enabling efficient stimulated emission and optical gain in a quantum dot 
ensemble with a single electron–hole pair per dot. The Auger process does not develop; 
as a result, the type II dots feature much slower recombination rates (inset in Figure 
9.13(c)) and stimulated emission for the single-exciton resonant emission band (Figure 
9.13(c,d)).

The idea of single-exciton optical gain in type II colloidal dots has been successfully 
implemented by several groups, including not only experiments on luminescence line-nar-
rowing owing to dominating stimulated emission, but also lasing when dots are placed in 
a cavity. However, perfect mirrors are necessary because of the relatively low gain for dots 

Figure 9.14  Optically pumped colloidal quantum dot vertical cavity surface-emitting laser (CQD-
VCSEL) in the red and green ranges. (a) Schematic of a vertically pump CQD-VCSEL with a 
long pass filter to remove any residual pump excitation beam. CQD gain medium is placed inside 
a wedge cavity for a variable cavity length. The wedge angle is 1.2 · 10–3 rad, and two DBRs have 
reflectivity higher than 99%. (b,c) Photographic images of red and green CQD-VCSELs showing 
spatially well-defined output beams, which are collinear with the pump beam. (d) Spectra from 
a red CQD-VCSEL structure below and above threshold. Inset: single-mode lasing for a green 
CQD-VCSEL from a shorter cavity. From the linewidth of laser emission, the quality factor of 
the cavity was estimated to be 1300. (e) Emergence of laser modes from spontaneous emission in a 
CQD-VCSEL when increasing pump power. Reprinted by permission from Macmillan Publishers 
Ltd.; Dang et al. (2012).
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dispersed in a thin polymer film. Figure 9.14 gives a representative examples of green and 
red lasing in a planar cavity with type II quantum dots under optical pumping.

Colloidal lasers made of semiconductor nanocrystals have been the most promising, 
particularly because of their solution-processing capability, which makes them applicable 
essentially to any arbitrary substrate. One specific demonstration is an all-colloidal laser 
(Guzelturk et al. 2015). The basic idea of all-colloidal lasers is to integrate colloidal gain 
intimately into the colloidal cavity (Figure 9.15). For a proof-of-concept demonstration, 
in the work of Guzelturk et al., the cavity was made of a pair of Bragg reflectors, each of 
which contained alternating layers of titantia and silica, all spin-coated. The gain material 
of semiconductor nanocrystals, which is sandwiched between the colloidal Bragg reflec-
tors, was also introduced via spin-coating. As a result, this whole structure is truly all-solu-
tion processed. Although this all-colloidal laser structure provides high performance, it is 
still limited in performance owing to the fundamental barriers intrinsic to colloidal quan-
tum dots. These colloidal systems suffer relatively large optical gain thresholds, which are 
typically several hundreds of µJ/cm2 under pulse excitation. This is due to the small optical 
gain coefficients that colloidal quantum dots can provide, which are typically in the range 
of low hundreds of cm−1. The root cause of this limited performance is their ultrashort 
gain lifetimes, commonly shorter than 50 ps, which is constrained by Auger recombination 
dominant under high optical fluence. Also, their relatively small absorption cross-section 
makes pumping less effective. All of these factors combined make practical lasers made 
of colloidal quantum dots technically challenging. To address these limitations, another 
interesting family of colloidal materials holds promise: colloidal quantum wells.

Colloidal quantum wells, also usually referred to as semiconductor nanoplatelets, rep-
resent yet another type of promising active media for colloidal lasers. Because of trans-
lational symmetry, Auger recombination is not an issue for nanoplatelets, contrary to 
quantum dots. By 2017, a number of groups had reported on successful observation of 

Figure 9.15  All-colloidal laser made of only solution-processed films incorporating colloidal gain 
into the colloidal cavity: structure schematics and cross-sectional scanning electron microscopy 
image of the fabricated colloidal reflector. The scale bar is 2 μm.

.010
07:07:15



9.4  Lasers with photonic crystals 305

narrow-band stimulated emission for nanoplatelets, which is a prerequisite for lasing to 
offer high-gain performance. First of all, they exhibit reduced optical gain thresholds in 
the ranges of low tens of µJ/cm2 under pulsed excitation, enabled by large optical gain 
coefficients of the order of thousands of cm−1 and accompanied by long gain lifetimes 
of about 150 ps. As one of the first demonstrations of lasing in core/crown nanoplatelets 
(Guzelturk et al. 2014), Figure 9.16 presents the characteristic spectral narrowing with 
increasing pump intensity, reaching a full-width half-maximum of 2.0 nm at room tem-
perature, along with the characteristic integrated emission intensity versus pump intensity.

9.4	 LASERS WITH PHOTONIC CRYSTALS

For decades (since 1971) DBRs developed on dielectric substrates have been used routinely 
to form cavities in solid-state and gas lasers. During recent decades, DBR structures have 
been integrated in commercial surface-emitting semiconductor lasers. Formally speaking, 
DBRs can be treated as application of photonic crystals (PCs) to laser design. However, 
since DBR mirrors were developed a few decades prior to the photonic crystal concept 
was elaborated, using DBR is not actually an application of the PC concept to lasers. In 
this section, we consider the options that two- and three-dimensional PCs offer for laser 
design and fabrication. Photonic crystals can be used to make ultrasmall high Q-factor 
cavities and to form multidirectional DFB. In the first case, a laser can become smaller, 
going down to the ultimate volume limit of less than 1 µm3 and sub-microampere thresh-
old current. This is very important for application in photonic and optoelectronic circuitry 
in the context of growing demands for higher integration levels in optical communication, 
optical interconnect, and data storage systems. In the second case, vice versa, application 
of photonic crystals enables square scaling of vertically emitting lasers without loss in 
output beam quality, promising higher power level in commercial devices.

Figure 9.16  All-colloidal lasers of nanoplatelets: emission spectra and integrated emission 
intensity as a function of pump intensity.
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9.4.1	 Photonic crystal nanocavity semiconductor lasers

In this approach, a photonic crystal serves as a matrix in which a small defect (a cavity) 
can gain extremely high Q-factor owing to strong confinement of lightwaves therein (see 
Chapter 4; Section 4.6, Figure 4.29). This is a straightforward idea for photonic crystal 
application to lasers which has many followers but still remains at the proof-of-concept 
stage. It was first put forward and implemented for a semiconductor quantum well laser 
with optical pumping in 1999 by O. Painter and colleagues at Caltech, USA. An exam-
ple of this design is shown in Figure 9.17. Note that although the cavity itself  is in the 
sub-micrometer range, as is the mode confinement volume, the actual physical volume of 
such a laser measures tens of cubic micrometers since at least several periods of photonic 
crystal lattice are necessary for a cavity to develop.

In what follows, we shall consider further progress toward nanocavity photonic crys-
tal-based lasers. The main efforts have been directed toward implementing the start-
ing PC-nanocavity idea for electrically pumped devices. Figure 9.18 presents the result 
reported by the team from Stanford University and Berkeley National Laboratory on an 
ultralow-threshold 2D PC semiconductor diode laser. The nanocavity laser is electrically 
pumped by a lateral p–i–n junction (Figure 9.18(a)). The intrinsic region is 400 nm wide 
in the cavity region, extending to a width of 5 µm to the sides of the cavity. This design 

Figure 9.17  A photonic crystal microcavity laser with optical pumping: the emission spectrum, 
output power versus pump power, and the design. Reprinted by permission from Macmillan 
Publishers Ltd.; Altug et al. (2006).
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enables efficient current flow through the cavity region. A modified three-hole defect pho-
tonic crystal cavity design has been used (Figure 9.18(b)). Implantation of high-energy 
ions causes some lattice damage that will lead to a reduction in gain; it is critical that the 
p- and n-regions are precisely aligned to the photonic crystal cavity to avoid damaging 
the active region. A fabrication procedure has been developed in which ion implantation 
is used through silicon nitride masks patterned by electron-beam lithography to achieve 
an alignment accuracy of 30 nm. The gain material for the laser comprises three layers of 
high-density (300 µm–2) InAs quantum dots. The laser features extremely low-threshold 
current (below 100 nA), but operates at low temperatures (150 K) only.

A nanocavity with high Q-factor can also be fabricated using a three-dimensional pho-
tonic crystal (3DPC) as a matrix. In this case, the full 3D confinement of lightwaves is 
ensured by the PC design owing to high refractive index of typical semiconductor materi-
als (n > 3). At the same time, a PC structure must be conductive to ensure carrier injection 
into the active region of such a laser. The 3DPC laser is currently at the proof-of-concept 
stage. 3DPC with controllable structure integrated with the gain medium needs multi-
step submicron lithography/etching/alignment processing combined with epitaxy to grow 
quantum well or quantum dot layers. In the earlier experiments in the 1990s, colloidal 
crystals impregnated with laser dyes were used. However, this approach cannot be consid-
ered seriously in the context of technological implementations because colloidal crystals 
do not feature an omnidirectional band gap in the IR–visible–UV range as a result of the 

Figure 9.18  Design of the electrically pumped two-dimensional photonic crystal nanocavity InAs/
GaAs quantum dot laser. (a) Schematic diagram of the structure. The p-type (n-type) doping 
region is indicated in red (blue). The intrinsic region width is narrow in the cavity region to direct 
current flow to the active region of the laser. A trench is added to the sides of the cavity to reduce 
leakage current. (b) The fabricated modified three-hole defect photonic crystal cavity structure. 
(c) Theoretical simulation of the E-field of the cavity mode in such a structure. (d) Output power 
versus current through the cavity (leakage beyond the cavity subtracted) and (inset) the spectrum 
of emitted radiation. Reprinted by permission from Macmillan Publishers Ltd.; Ellis et al. (2011).
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low refraction index contrast, nor do organic dyes exhibit the necessary photostability for 
serious laser applications beyond research setup. Though being arduous and complicated, 
but still controllable, the multistep woodpile photonic crystal fabrication approach has 
been successfully implemented in the research reported by the group of Y. Arakawa from 
the University of Tokyo (Figure 9.19). Because of the high refractive index (n = 3.37 at 
1.15 µm), GaAs woodpile structures enable a full 3D photonic band gap in the near-IR 
(see Chapter 4, Section 4.3). The group from Tokyo University suggested this intricate 
multistep approach to get a microcavity 3D PC laser using an inner InAs quantum dot 
multilayer insert as a gain medium. They grew a multilayer InAs quantum dot heterostruc-
ture on top of a 3D woodpile GaAs/air photonic crystal slab and then added sequential 
PC layers while monitoring the Q-factor, emission spectrum, and output versus input opti-
cal power behavior.

In more detail: 150 nm-thick GaAs layers used for the fabrication of  the 3DPC were 
grown on a 1 µm-thick Al

0.7Ga0.3As sacrificial layer using metal–organic chemical vapor 
deposition (MOCVD). Line-and-space patterns were formed by means of  electron-beam 
lithography and then transferred through the GaAs slab by inductively coupled plasma 
reactive ion etching. The sacrificial layer was removed by a wet-etching process with 
hydrogen fluoride (HF) solution to form air-bridge structures. An active layer was pre-
pared in the same way as the GaAs layers, but contained three sublayer stacked InAs 
quantum dot layers in which the middle quantum dot layer was at the center of  the slab. 
These GaAs layers were stacked in a 3D structure by means of  a micromanipulation sys-
tem installed in an SEM chamber. The nanocavity was designed so that the resonance of 
the lasing mode was located as close as possible to the center wavelength of  the photonic 
crystal band gap.

In this way, the first ever optically pumped quantum dot 3DPC laser was developed. 
The 3DPC cavity Q-factor was found to grow monotonically with the number of PC lay-
ers over the quantum dots gain insert. However, the output power did not bear witness 
to monotonic behavior. Lasing was not observed for four PC overlayers; it featured max-
imum output intensity value for six overlayers and then went down for subsequent PC 
layers attachment (8 and 12 layers).

9.4.2	 How small can a laser be?

Modern optoelectronics needs more and more integration and miniaturization. The phys-
ical limit for electron circuitry size is the de Broglie wavelength of charge carriers, which 
typically measures a few nanometers (see Chapter 3). In this range, electron and hole ener-
gies become discrete and size-dependent, and at the same time multiple tunneling processes 
develop. Therefore, the notion of nanoelectronics implies manipulation of conductivity in 
quantum-confined semiconductor structures. These quantum effects may form a natural 
physical restriction to the known Moore’s law (an electronic element’s size continuously 
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reduces with time on a semi-logarithmic size/time plot). In this context, it is reasonable to 
discuss the physical restrictions defining the ultimate limits for a laser size.

For lightwave confinement, the wavelength represents the physical limit. Here, wave-
length in a medium merits λ/n, with n ≈ 3 being the refractive index of a typical semicon-
ductor. It appears to be in the range of 200–500 nm, depending on the operating spectral 
range. Thus there is a definite and well-recognized mismatch between the physically possible 
electronic circuitry miniaturization and its optical counterpart. Efforts toward integrated 
photonics over the last few decades are not as impressive as electronic integrated circuitry. 
In this connection, it should be emphasized that the minimal laser size amin is defined by 
the condition amin = λ/(2n) to ensure the standing wave at the laser wavelength in a cavity. In 
this case, the round trip length of a cavity equals the desirable laser wavelength. This size 
is to be complemented by at least a few periods of alternating refractive index materials 
to form mirrors, either planar ones (DBRs) or more complicated photonic crystal struc-
tures. Therefore, the actual physical restriction for laser size is in the range of at least 1 µm 

Figure 9.19  A woodpile optically pumped 3DPC semiconductor laser developed at the University 
of Tokyo. (a) Schematic of a fabricated 3DPC structure. A portion of the upper layers is removed 
to show the cross-section of the stacked structure and to reveal the cavity structure. (b) Illustration 
of a cross-section of an active layer showing three-layer stacked quantum dots (upper). Also 
shown (lower) is a 1 × 1 μm2 planar atomic force microscope image of InAs quantum dots on a 
GaAs substrate. (с) SEM images of the fabricated 25-layer woodpile structure shown in bird’s eye 
(left) and top (right) views. (d) Dependence of the measured Q-factor upon the number of the 
upper layers. (e) The measured output power versus excitation power for different numbers of 
upper layers. The inset shows emission spectra for 6, 8, and 12 upper layers. PBG is photonic band 
gap. Lasing has not been observed for four upper layers. Reprinted by permission from Macmillan 
Publishers Ltd.; Tandaechanurat et al. (2011).
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or even more. If  a cavity is planar, then its cross-sectional size should be at least several 
wavelengths to minimize diffraction losses. In a two-dimensional photonic crystal cavity 
in which vertical confinement is supposed to come from the total reflection, the high-index 
reflecting layers should again have thickness greater than wavelength to secure the minimal 
evanescent leakage of electromagnetic energy. Thus, the value of a few micrometers for the 
side length and approximately 20–30 µm3 for laser volume should be set as the reasonable 
limit, depending on material refractive index and operation wavelength.

9.4.3	 Photonic crystal surface-emitting lasers

In 1998–1999 researchers from Bell Laboratories (M.  Berggeren et al.) and Kyoto 
University (M. Imada et al.) suggested application of a two-dimensional photonic crystal 
(2DPC) beneath a gain layer to perform a new type of optical feedback by means of mul-
tiple wave coupling in the PC plane. It was later classified as multidirectional distributed 
feedback and the relevant theory has been developed (Imada et al. 2002). The group from 
Kyoto (M. Imada, S. Noda, and co-workers), starting from the first experiments, consid-
ered mainly diode lasers with multidirectional feedback by means of the 2DPC design 
and suggested using it for electrically pumped surface-emitting lasers. In what follows we 
consider the recent impressive implementation of this approach, which seems to constitute 
a far-reaching roadmap toward high-power, multi-watt range, single-mode, surface-emit-
ting diode lasers. Development of high-power VCSELs promises dramatic extension of 
their applications. The current applications of VCSELs are restricted to communications 
and interconnections by their relatively low power, in the milliwatt range. The principal 
problem in increasing their output power to the watt level is maintaining single-mode 
operation upon scaling the emitting surface area. This issue prevents their application in 
high-power fields such as material processing, laser medicine, and nonlinear optics, despite 
their advantageous properties of circular beams, wafer-based fabrication/testing/dicing, 
and suitability for two-dimensional integration. Researchers from Hamamatsu Photonics, 
in collaboration with the group of S. Noda (Kyoto University), reported on the 2DPC-
based VCSEL design and demonstrated its far-reaching possibilities in terms of multiple 
enhancements of individual surface-emitting laser output power to the multi-watt scale. 
This new type of watt-class high-power surface-emitting laser demonstrates single-mode 
CW operation at room temperature owing to a 2DPC beneath the gain layer. The two-di-
mensional band edge resonant effect of a PC formed by MOCVD enables a 1000 times 
broader coherent-oscillation area compared to VCSELs, which results in a high beam 
quality of M2 ≤ 1.1 and a smaller focal spot by two orders of magnitude.

A sketch of lightwave propagation, interference, and diffraction (Figure 9.20(d,e)) pro-
vides a rationale for the feedback formed by a 2DPC structure located beneath the mul-
tiple quantum well gain layer. The laser is essentially based on the band edge effect of a 
photonic crystal. For wavelengths close to the band edge, the group velocity of light tends 
to zero (see Chapter 4, Section 4.2), the lightwaves propagating in various 2D directions 
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are coupled with each other, and a 2D standing wave or 2D cavity mode develops in the PC 
plane (Figure 9.20(d)). Furthermore, the in-plane waves experience diffraction toward the 
vertical (z) direction because of the first-order Bragg diffraction condition (Figure 9.20(e)). 
This vertically diffracted wave constitutes the output radiation of the laser under consider-
ation. Standing waves in-plane and in the vertical direction combined with the gain medium 
enable positive feedback, resulting in lasing. The full analytical description can be made 
based on the coupled waves theory developed first for DFB lasers. To efficiently utilize the 
downward-emitted electromagnetic radiation, it is necessary to have phase-matching of 
the back-reflected and upward-radiated waves such that constructive interference occurs 
when they are coupled into free space. Otherwise, the efficiency might fall considerably. 
Accordingly, the thickness of the p-GaAs contact layer (just above the p-side electrode) 
was adjusted to tune the phase difference between the upward-radiated and back-reflected 
waves. Thus, the feedback provided by a PC layer eliminates both the bottom and the top 
distributed Bragg mirrors inherent in the standard VCSEL design.

To summarize, PC lasers have passed through the proof-of-concept stage but still remain 
the subject of extensive research rather than being ready for commercial prototypes. Most 

BOX 9.2  THREE PERSONS SHAPING MODERN SEMICONDUCTOR LASERS

In 1977 Ken-ichi Iga from Tokyo Institute of Technology invented a surface-
emitting laser that, unlike the traditional edge-emitting counterpart, offers 
unmatched fabrication versatility and beam quality but needs precise 
design and fabrication because of low gain in a few quantum well layers. 
These lasers acquired the acronym VCSEL and comprise today the fastest 
growing sector in the laser diodes market.

Yasuhiko Arakawa, together with H. Sasaki, predicted in 1982 tempera-
ture-independent threshold current for a quantum dot laser owing to dis-
crete energy spectra of electrons and holes. Commercial quantum dot lasers 
are already on the market and breathtaking news from laboratories promise 
a bright future for them.

Susumu Noda from Kyoto University has an impressive list of records on 
manipulation with light using ingeniously fabricated semiconductor pho-
tonic crystals that pave the way to ultimate nanolasers. In 1999 he sug-
gested a new type of feedback with a 2DPC beneath the gain medium 
which offers the possibility of power upscaling without beam quality loss.
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probably, PCSELs will offer commercial solutions for high-power multi-watt single-mode 
laser diodes, whereas devices based on photonic crystal cavities will pave the way toward 
the ultimate size limit of a laser, which measures a few micrometers.

9.5	 Q-SWITCHING AND MODE-LOCKING WITH QUANTUM DOTS  
AND QUANTUM WELL STRUCTURES

9.5.1	 Q-switching with a saturable absorber

In Chapter 6 absorption saturation was considered in a simple two-level system resulting 
in rising optical transmission with increasing input light intensity owing to equalization of 
the ground and excited state populations (see Figure 6.1 and comments on it). This phe-
nomenon is routinely used in solid-state lasers to obtain giant nanosecond output pulses 
by means of dynamical switching of the cavity Q-factor from low to high value during 
active medium pumping on a submicrosecond timescale (Figure 9.21).

Figure 9.20  A multi-watt PCSEL (photonic crystal surface-emitting laser) developed by 
Hamamatsu Photonics in cooperation with Kyoto University. (a) Schematic of the PCSEL 
structure. Arrows indicate the growth direction of the first epitaxial and regrowth structures. (b) Top 
view SEM image of the fabricated square-lattice PC before burial by MOCVD regrowth. The lattice 
constant is 287 nm. (c) Cross-sectional SEM image of PC air holes in the x-direction after burial. 
(d,e) A sketch of lightwave propagation, interference, and diffraction. (f,g) Room-temperature 
lasing characteristics under pulsed conditions: output power versus current and lasing spectrum. 
Reprinted with permission from Hirose et al. (2014), copyright Macmillan Publishers Ltd.
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Actually, the saturable absorber placed inside the laser cavity “shuts” and “opens” the 
rear mirror. At the initial (energy storage) stage, high losses from the saturable absorber 
prevent earlier lasing and enable very high gain of the active medium to be attained. At 
a certain level defined by the pump intensity and saturable absorber properties, radia-
tion intensity in a cavity becomes high enough to initiate bleaching of the absorber (the 
first threshold point A). The further processes take the form of an avalanche to give fast 
absorber bleaching and rapid decay of population inversion. The laser appears immedi-
ately overpumped well beyond the threshold defined by the cavity drop losses and the high 
population inversion quickly decays, resulting in a single nanosecond pulse at the laser 
output. Although gain falls, the intensity in the cavity still rises until the second threshold 
point B, where reduced gain now equals the reduced cavity loss. This point defines the 
approximate position of the output pulse and the pulse temporal width is defined by a 
combination of the absorber excited state lifetime, its high-to-low transmission ratio, and 
the population inversion level. The efficient Q-switching in terms of high extraction effi-
ciency of the energy stored in the gain medium to the output giant pulse is defined by the 
condition (Siegman 1986),
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where dI I/g0δ =  is the dimensionless coefficient of fractional intensity I gain (dI/I) in the 
cavity during the time equal to the single round trip period T; aτ  is the saturable absorber 

Figure 9.21  Time diagram of a laser pulse formation in a Q-switched laser. Note the different 
timescales for energy period and lasing period. The A point is the first threshold and the B point is 
the second threshold. See text for detail.
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lifetime defining its recovery time; g0α  is the maximal optical gain (absorption) coefficient 
of the gain medium; a0α  is the maximal absorption coefficient of the saturable absorber; 
Lg (La) is the geometrical gain medium (absorber) length; aσ  and gσ  are the cross-sections 
of the saturable absorber and gain medium, respectively. One can see that in this relation 
the first factor defines the pump rate of the gain medium by an external source. The pump 
rate characterizes the rise in intensity I inside the cavity per unit time, and the value of 

g0δ  is chosen here to define intensity gain for the time period equal to the round trip T 
of  the cavity. For example, in the case of a 15 cm cavity length, one has T = 1 ns. Pump 
rate is defined by the external light source and since the typical pump pulse time is a few 
microseconds, an incremental increase of intensity in the cavity for the time of the order of 
1 ns will be much less than 1. The second factor is the ratio of this time and the absorber 
lifetime aτ . The third factor is the ratio of gain and absorption increments αL defining 
maximal gain G Lexp( )g0 gα=  and maximal loss I I L/ exp( )0 a0 aα=  when radiation prop-
agates through the gain medium and through the saturable absorber. One can see that 
efficient Q-switching requires the pump rate to be fast enough, depending on gain medium 
and saturable absorption parameters. Recalling the definition of absorption cross-section 
as a factor coupling concentration, N, and absorption coefficient , α σ= N, the values 

/α σ  for the gain medium and the absorber in Eq. (9.16) can be replaced by the relevant 
concentrations to get a more simple relation,
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Here, Ng and Na are concentration of absorber and gain medium, respectively. Now it 
becomes clear that the product of gain medium concentration and its length must be 
higher than the same value of the absorber, the absorber should be as fast as possible 
(small aτ ), whereas the resonator length should be as long as possible (large T) so that 
for a given pump rate g0δ , higher power will be injected into the gain medium during the 
time interval T.

9.5.2	 Saturable absorber as laser pulse width compressor and intensity dynamic 
range expander

Absorption saturation results in low transmission of a saturable absorber plate or film for 
low intensities and high transmission for high intensities. If  a laser pulse width essentially 
exceeds the absorber excited state lifetime, then the transmission of such an absorber will 
follow the instantaneous radiation intensity and respond accordingly. That means that 
low-intensity pulse wings will be absorbed more than the higher-intensity portion at the 
pulse maximum. The laser pulse will become shorter, but at the expense of losing a portion 
of its energy. Calculations show that for a simple two-level system, absorption saturation 
can give 40% pulse compression at maximum for a Gaussian pulse, its intensity at the out-
put being approximately four times lower (Siegman 1986). This is shown in Figure 9.22.
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At the same time, the dynamic range of the input signal expands. This is clear from 
Figure 9.22, in which lower transmission for lower intensity and higher transmission for 
higher intensity increases the maximum/minimum ratio of any incoming signal, i.e., the 
signal dynamic range expands.

9.5.3	 Mode-locking with a saturable absorber

The absorption saturation resulting in Q-switching of a laser cavity and dynamic range 
expanding can be used to perform the special laser operation regime known as mode-
locking. Every cavity has an infinite number of longitudinal modes with different wave-
lengths satisfying a condition λ = =N L N/ 2 , 1,2,3...N  (see, e.g., Figure 2.1). On the 
frequency scale these modes are separated by a distance c/2L (c being the speed of light 
in a vacuum), as shown in Figure 9.23. The gain spectrum always has finite width and 
lasing becomes possible for those modes only where gain exceeds losses. These are shown 
by thick red lines, whereas the rest are shown as thin pink lines. If  gain is kept low enough 
with respect to saturable absorption losses, there might be a situation in which the two 
threshold conditions discussed in the comments regarding Figure 9.21 (points A and B) 
may be met for a single mode only. Then a short pulse can be generated after certain round 
trips in the cavity whose time width will be defined by multiple compression events when 
passing through the absorber and gain events when passing through the gain medium. 
The lower limit for the pulse duration is set by the frequency–time relation due to Fourier 
transform restrictions. Roughly, the product of pulse length Δτ and its spectral width 
Δω should by approximately 1. Pulses whose temporal width corresponds to the Fourier 

Figure 9.22  Compression of a Gaussian laser pulse by a saturable absorber: 40% compression 
occurs at the cost of 25% transmitted power. The dashed line shows the output pulse normalized 
to the incident pulse peak intensity.
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transform limit are referred to as bandwidth-limited pulses. This operating regime of a 
laser is termed mode-locking. For typical solid-state laser media, pulses of about 10 ps can 
be generated. In the steady-state regime, output pulses form a train with spacing equal to 
the round trip in the cavity, i.e., 2L/c.

The buildup of an ultrashort pulse in a cavity can be explained in a simple form as 
follows. The mode for which gain exceeds losses will get the so-called “net gain window” 
(shaded areas in Figure 9.23(b)) and, starting first from the noise present in the cavity, will 
experience multiple compression/gain round trip cycles until finally a short output pulse 
will be generated. The dynamic range expansion featured by a saturable absorber will suc-
cessively diminish other signals in the cavity. In an ideal case of the very fast absorber and 
constant gain value, a steady-state regime is maintained, as shown in Figure 9.23(b). The 
pulse shape obeys a simple relation (Svelto 1998),

	 I t I t t( ) ( ) sech ( / ).max
2 τ= ∆ 	 (9.18)

Remarkably, mode-locking and ultrashort light pulse generation can be performed also 
with a “slow” absorber resulting in a generated pulse width much shorter than the absorber 
lifetime. This becomes possible if  alternating gain value is maintained in a way that the 
short “gain window” is defined by correlated dynamics of both saturable absorption and 

Figure 9.23  Passive mode-locking with a fast saturable absorber. (a) Modes in a cavity 
superimposed with gain spectrum. (b) Time diagram for output pulse train and losses.
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saturable gain, as is shown in Figure 9.24. Though this regime looks very tricky, it has been 
successfully performed for many solid-state lasers.

9.5.4	 Glasses doped with quantum dots as efficient saturable absorbers

Glasses doped with semiconductor nanocrystals (quantum dots) have been commer-
cially used as optical cutoff  red, orange, and yellow filters (see Chapter 3; Section 3.5, 
Figure 3.16) for many decades. In the first years after invention of lasers in the 1960s, red 
glasses were shown to be suitable for Q-switching of a ruby laser generated at 694 nm. 
Since then, quantum confinement phenomena and absorption saturation in glasses con-
taining CdSSe quantum dots have been thoroughly examined (see Gaponenko 1998, 2010 
for details). An example of genuine absorption saturation in quantum dot-doped glass was 
given in Section 6.1 (Figure 6.1). Glasses with quantum dots feature a number of proper-
ties that make them good Q-switching and mode-locking elements in solid-state lasers. The 
main advantages as compared to other saturable media are:

1.	 fast recovery time of bleaching in the nano- and picosecond range;

2.	 high ratio of the saturable absorption coefficient to the nonsaturable background;

3.	 high photostability;

4.	 tunable spectral range in which nonlinear response is available by means of size-dependent 
absorption spectra;

5.	 large bandwidth (typically tens of nanometers) under conditions of monochromatic 
pumping.

Figure 9.24  Development of a narrow net gain window owing to gain saturation enables short-
pulse generation with a slow saturable absorber.
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Fast recovery time, high saturable-to-non saturable absorption contrast, good photo-
stability, and tunability options are necessary in all applications. Broad-band bleaching is 
crucial for mode-locking to obtain ultrashort light pulses.

Most modern solid-state lasers generate radiation pulses in the near-IR, including 
lasers for material processing and optical communications (see Figure 6.5). To get 
absorption edge and absorption saturation in this range, quantum dots of  narrow-band 
semiconductor materials developed on a glass matrix should be fabricated. PbS- and 
PbSe-doped glasses with size-dependent optical absorption in the IR are now availa-
ble. Narrow-band semiconductors feature low electron effective mass (see Table 2.3) and 
therefore a strong confinement regime can be readily performed in a few nanometer-size 
crystallites offering easy tunability of  the absorption spectrum from 1 to 2 µm. The rep-
resentative example of  size-dependent absorption spectra for PbS-doped glasses is given 
in Figure 9.25.

PbS-doped glasses have been successfully used for Q-switching and passive mode-lock-
ing for a number of solid-state IR lasers (Figure 9.26). Yb-, Nd-, and Cr-based lasers have 
been successfully mode-locked to give ultashort pulses from a few picoseconds to 150 ps; 
Nd-, Er-, Tm-, and Ho-based lasers have been shown to be efficiently Q-switched to give 
single pulses of a few tens of nanoseconds.

Figure 9.27 represents application of a PbS-doped glass saturable absorber for a Cr4+-
YAG laser mode-locking resulting in generation of 10 ps sech2-shaped pulses in the prin-
cipal optical communication wavelength range around 1.5  µm. The repetition rate was 
235  MHz, the average output power being 35  mW for the CW pump power of 6  W. 
The pump source was a Yb-doped fiber laser. This mode-locked laser was tunable from 

Figure 9.25  Optical absorption spectra of PbS-doped glasses containing quantum dots of 
different mean size. Reprinted with permission from Loiko et al. (2012), copyright Elsevier.
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1460 nm to 1550 nm. As shown in the figure, tuning was accomplished by a fused-silica 
prism. For the observed spectral width of 0.3 nm at a center wavelength of 1509.5 nm, the 
implied duration–bandwidth product was 0.4 The minimal duration–bandwidth product 
for sech2-shaped pulses defined by the Fourier transform limit is 0.315.

9.5.5	 SESAM: semiconductor saturable absorption mirror

Passive Q-switching has been successfully used in solid-state laser design for a long time, 
since the late 1960s, whereas passive mode-locking has been performed for dye lasers 
(now obsolete) only because of  problems with Q-switching/mode-locking interplay result-
ing in dramatic instabilities. The solution was found only in the 1990s when Ursula Keller 
and co-workers at the Swiss Federal Institute of  Technology (ETHZ, Zurich) suggested 
a device which she later called the semiconductor saturable absorber mirror (SESAM) 
(Jung et al. 1995). It consists of  an ultrathin semiconductor layer (quantum well in the 
first reports and also quantum dot layer suggested later on) featuring ultrafast absorption 
saturation which is epitaxially grown on top of a DBR mirror. A quantum well or a quan-
tum dot layer experiences absorption saturation at relatively low power density with fast 
relaxation time. The recovery of  saturated absorption typically has a short, subpicosec-
ond period (evolution of electron–hole energy distribution function to quasi-Fermi-like 
profile in wells and hole intraband relaxation in dots) followed by a longer one, of  the 
order of  10–12 to 10–11 s, including cooling down of the electron–hole system to the lattice 
temperature and electron–hole recombination. The latter shows the tendency to shorter 
times in thinner layers as compared to micrometer-thick epilayers. The SESAM invention 
represents a genuine example of  interdisciplinary development based on laser physics 
(Q-switching and mode-locking concepts) and solid-state laser technology complemented 

Figure 9.26  A sketch with summary of mode-locking and Q-switching performed for a number of 
solid-state lasers using PbS quantum-dot-doped glasses as fast saturable absorbers (Malyarevich et 
al. 2008 and references therein).
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by semiconductor physics (ultrafast optical nonlinearities) and semiconductor epitaxial 
technology.

The design of a SESAM is shown in Figure 9.28. A quantum well layer is grown on 
top of a Bragg mirror and, typically, special measures are performed to enhance the elec-
tric field amplitude at the saturable layer position to ensure the lowest possible saturation 
fluxes. The initial reflection is set at approximately 95–97% and then after absorption sat-
uration reflectance rises to 99% or even close to 100%. This intensity- and time-dependent 

Figure 9.27  Passive mode-locking with silicate glass doped with PbS quantum dots. (a) Room-
temperature absorption spectrum. The inset shows the energy-level diagram. (b) Kinetics of 
bleaching relaxation for PbS-doped glass at 1.524 μm after the pump at 1.08 μm (squares) and 
result of the best fit (line); ΔOD is the change in optical density upon excitation. (c) An optically 
pumped solid-state Cr4+:YAG laser with PbS quantum dots used in the mode-locking fast 
saturable absorber. (d) Intensity autocorrelation, the red curve is the sech2-fit. (e) Spectrum of 
mode-locked pulses. Adapted from Lagatsky et al. (2004), copyright Elsevier.
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minor change in a laser cavity loss defines the interplay of gain–loss processes to give 
well-defined pulse trains in picosecond and subpicosecond time ranges. An example of a 
laser setup with a SESAM instead of a rear mirror was presented in Figure 6.7.

The invention of SESAM had a strong impact on ultrafast solid-state lasers design, 
development, and commercial production. Nowadays most ultrafast solid-state lasers are 
based on passive rather than active mode-locking, enabled by SESAM. The pulse energy 
of  ultrafast solid-state lasers was raised by several orders of  magnitude, to the 10 µJ level; 
the pulse duration ranges from subpicosecond values to tens of  picoseconds; and the 
average power in a few cases exceeds 100 W. The optical-to-optical efficiency reaches 40%, 
and the pulse repetition rates are in the tens of  megahertz range. The field is experienc-
ing lots of  activity aimed at shorter pulses, higher power, and higher repetition rate. For 
example, Lagatsky et al. (2010) have reported on bandwidth-limited sub-100  fs pulses 
for a Cr4+:forsterite (1.28 µm wavelength) mode-locked laser using a SESAM with InAs 
quantum dots. Multiple quantum dot layers were grown on top of a Bragg reflector with 
a number of  intermediate spacers and external layers forming cavity a few wavelengths 
long to ensure that every quantum dot layer is located at the antinode of  electric field 
distribution.

Not only solid-state laser design and performance benefited from the invention of 
SESAM; semiconductor laser R&D activity has also experienced a noticeable effect. Here, 
the concept of surface-emitting semiconductor lasers with external cavities appears to be 
very efficient, resulting in the emergence of mode-locked integrated external-cavity lasers 
and vertical external-cavity lasers. These will be the subject of Section 9.6.

Figure 9.28  A design of a quantum well SESAM for 1314 nm (Nd:YLF laser) with ultrafast 
recovery enabling mode-locking to generate picosecond pulse train. The blue line shows the 
refractive index profile and the red line shows the radiation electric field distribution. 
Adapted from Spühler et al. (2005), with permission of Springer.
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9.6	 QUANTUM WELL AND QUANTUM DOT LASERS WITH AN EXTERNAL 
CAVITY (VECSELS)

9.6.1	 What is VECSEL?

VECSEL stands for vertical external cavity surface-emitting laser. This is a general term 
for laser design in which an epitaxially grown multilayer semiconductor structure with 
a bottom reflector, gain section, and antireflective coating is complemented by exter-
nal mirror(s) and (optionally) additional components. Thus, an epitaxially grown multi-
layer structure represents a “half-laser” that is to be complemented by an external mirror 
at least and optionally by passive or active Q-switching/mode-locking elements. It is 
important that a gain section features relatively high reflectance because of  the ultrathin 
semiconductor gain layer, and therefore it should be necessarily complemented by an 
antireflection coating to minimize cavity losses. If  compared to VCSELs, this approach 
enables going from a microchip-type electrically driven laser of  milliwatt range with only 
possible electrical control of  regimes, to a variety of  designs enabling optical, electro-op-
tical, and electrical control options for various regimes, as well as higher power levels up 
to multi-watt CW operation. VECSELs are typically optically pumped, though electrical 
pumping is also used. VECSEL design is also often referred to as a semiconductor disk 
laser (SDL).

The core VECSEL component is the gain chip (Figure 9.29), which includes the bottom 
DBR attached to a metal heat sink; the gain section on top of the DBR is covered with a 
number of antireflective layers. In the simplest version, the gain chip is optically pumped 
from an external source (typically a laser) and an output coupler forms the cavity together 
with the bottom mirror as shown in the bottom of Figure 9.29. The main VECSEL chal-
lenge is power scaling by means of square increase to develop multi-watt lasers for instru-
mentation, medicine, and other applications. Besides power scaling, a distant output mirror 
allows Q-switching and mode-locking components to be inserted. Typical VECSELs have 
length of about 10 cm.

Since the first demonstration of the VECSEL in 1997, CW output powers for optically 
pumped devices have been increased up to approximately 20 W in the fundamental mode 
and single-frequency operation, and exceeds 100 W in multimode operation. The opti-
cally pumped VECSEL can be considered an efficient light converter from semiconductor 
diodes’ incoherent broad-band radiation to a high-quality Gaussian monochromatic beam 
with an optical-to-optical efficiency exceeding 50% in the best experiments.

The spectral range available extends from 244 nm to 6 µm; however, there are certain 
breaks in the spectrum and definite technical problems. One can see from Figure 9.30 that 
all UV and visible emission cases are realized by means of higher harmonic generation 
(second for the visible and third and fourth for UV), with two exceptions: a red laser 
at 680 nm based on InGaP quantum well structure and a 390 nm laser based on GaN 
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quantum wells. However, the latter features pretty low CW power (below 10 mW). The 
dominant design relies on quantum wells, with the only exception for InAs quantum dot-
based activity by the groups of O. Okhotnikov and D. Bimberg.

For optically pumped VECSELs, the most challenging applications can be laser-based 
projector TV sets, and for this red–green–blue sources are important, with desirable emis-
sion wavelengths of about 620, 530, and 460 nm to get the wider gamut. The latter range 
is also important for medical applications in oncology (photodynamic therapy). IR lasers 
can become efficient components for molecular analysis equipment.

9.6.2	 CW VECSEL devices with optical and electrical pumping

Consider the two representative examples of  recently reported highly efficient CW-emitting 
VECSELs with optical and electrical pumping. Butkus et al. (2009) proposed the design 
of  a 1032 nm CW quantum dot VECSEL with a disk shape of  a gain chip (a disk laser) 
with optical pumping delivering 4 W of CW radiation when pumped by a 20 W, 808 nm 
CW external laser. The device follows the so-called V-geometry, with an intermediate 
curved mirror to improve the beam quality. The distinctive feature is the natural-diamond 
top heat spreader using the liquid capillary bonding technique for appropriate heat man-
agement in addition to a standard copper bottom heat sink. The gain chip was designed 
as follows. The bottom DBR consisted of  29.5 pairs of  GaAs/Al0.9Ga0.1As layers grown 
for the designed wavelength of  1040 nm. The reflectivity was calculated to be 99.99%. 
The active region, grown on top of the DBR, was 7.5  ∙ λ/2 long and consisted of  five 
groups of  seven quantum dot layers positioned at the antinodes of  the E-field standing 

Figure 9.29  Sketch of VECSEL with optical pumping. In the simplest version there is only one 
mirror (DBR) to form the laser cavity (a); in the more complicated version there are two distinct 
DBRs – one for the laser cavity and another one for pump radiation (b).

(a) (b)
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wave. The quantum dot layers with a dot density of  3 ∙ 1010 cm−2 were separated by 10 nm 
GaAs spacers to minimize material defects. Between the groups of  quantum dot layers, 
GaAs spacers were made featuring simultaneously high transparency for the laser design 
wavelength and high absorbance for the 808 nm pump light. A 15 nm-thick Al0.9Ga0.1As 
cap layer was used to prevent surface recombination of the excited carriers. Pump spot 
diameter was 120 µm.

Researchers from Princeton Optronics (Zhao et al. 2014) have developed an experimen-
tal electrically pumped VECSEL delivering 4.7 W at 531 nm with a 20 W wall-plug supply. 
A 7 cm long device is based on a 2 × 2 mm2 quantum well gain chip generating up to 8 W 
IR radiation at 1062 nm under 20 W electrical pumping, i.e., the gain chip represents a 
quantum well laser with 40% WPE. The gain chip is mounted on a 1 × 1 cm2 copper plate 
with thermoelectrical cooling. The device further includes intracavity frequency doubling 
based on a lithium niobate crystal with output facets covered with a multilayer struc-
ture featuring high reflection for the fundamental 1062 nm and high transmission for the 
second harmonic at 531 nm. The crystal is 7 mm long and 1 mm thick. Further compo-
nents inside the external cavity are a Brewster plate (polarization selection), a Fabry–Pérot 
etalon (spectrum narrowing), and a 15 mm focusing lens. Two comments are worthwhile 
for this advanced device.

Figure 9.30  Semiconductor disk lasers (VECSELs) with optical pumping: wavelengths, CW power, 
and materials involved. All wavelengths shorter than 670 nm are generated by higher harmonics 
(shown by a frame) except for the GaN laser at 390 nm. All lasers are based on quantum wells 
except for the two cases of InAs quantum dot structures marked by an oval area. Sources: 
Germann et al. (2008a, 2008b), Calvez et al. (2009), Rahim et al. (2010), Tilma et al. (2015).
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First, the gain chip itself  should be explained. It consisted of a MOCVD grown n-type 
GaAs substrate, the bottom and the top DBRs, and an active gain section in between. 
The gain section consisted of strained InGaAs/GaAs multiple quantum wells sandwiched 
between n-type spacers/DBR and p-type spacers/DBR layers, both of which are made of 
highly doped GaAs/AlGaAs layers for electrical conduction. The p-type bottom DBR has 
a high reflectivity (>99%) and served as the end-mirror of the laser cavity. On the other 
side of the multiple quantum wells, the n-type DBR has a lower reflectivity and forms an 
internal cavity with the p-type bottom DBR. The emission area of the device was also 
controlled by oxide apertures with 0.4 mm diameter.

Second, the frequency-doubling crystal also needs a comment. Frequency doubling 
occurs owing to the nonlinear I2 polarization response of crystals without a center of 
inversion in their structure. However, the high nonlinear susceptibility is not the only nec-
essary condition for frequency doubling. Another condition requires that the fundamental 
and the second harmonic radiations feature phase-matching to ensure coherent interplay 
of both types of radiation upon propagation in a crystal. To meet the phase-matching 
conditions, the lithium niobate crystal used in the device under consideration has been 
periodically poled (re-oriented) along the light beam propagation direction on a microme-
ter scale by means of special high-voltage treatment upon fabrication.

9.6.3	 Ultrafast VECSELs

Ultrafast VECSELs are at the research stage, with the main studies being performed 
at ETHZ, Zurich (Switzerland) by U.  Keller and co-workers; at the University of 
Southampton (UK) by the group of A. C. Tropper; at Tempere University (Finland) by 
the group of O. Okhotnikov; and at Stuttgart University (Germany) by P. Michler’s group. 
For ultrashort pulse generation, the semiconductor laser is mode-locked with a SESAM. 
The device usually obeys a V-shape geometry (Figure 9.31), with the total cavity round trip 
of the order of 10 cm enabling pulse trains with spacing below 1 ns and pulse repetition 
rate exceeding 1 GHz.

Both the active section of a VECSEL and the core of a SESAM can be fabricated 
using either single/multiple quantum well layer(s) or single/multiple quantum dot layer(s), 
the latter being fabricated by self-organized epitaxial growth under condition of lattice 
mismatch. Experimentally, all possible combinations have been reported for gain/mode-
locker nanostructures, i.e., QW/QW, QW/QD, QD/QW, and QD/QD. The data reported 
in the period 2001–2016 are presented in Table 9.1 and are additionally summarized in 
Figure 9.32. Record parameters (shortest pulse duration, highest CW power, shortest and 
longest wavelengths, are marked with bold letters). The data are grouped according to the 
nanostructures used and then sorted in chronological order within every group.

Most experimental efforts concentrate on InGaAs structures in the gain section ena-
bling lasing between 950  nm and 1050  nm, the gain section being quantum well and 
quantum dot layers, and SESAM being quantum well- or quantum dot-based, but an 
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Figure 9.31  Sample realizations of V-cavity in passively mode-locked VECSELs.

Figure 9.32  Summary of VECSELs mode-locked with a SESAM and optically pumped reported 
from 2001 to 2016. Different symbols (circle, square, diamond, triangle) correspond to different 
combinations of quantum wells and quantum dots in gain/SESAM sections (see the legend). 
Numbers show the reported CW power, the digit size correlating with the power value.

all-quantum dot device (quantum dot gain and quantum dot SESAM) for InGaAs has not 
been reported. Based on InGaAs quantum well structures, the maximal power (CW) of 
up to 5.1 W from one chip (with pulse duration 680 fs; University of Arizona, Scheller et 
al. 2012) has been obtained. InGaAs mode-locked VECSELs feature pulse duration from 
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Table 9.1  VECSEL mode-locked with SESAM (semiconductor saturable absorber mirror)

Gain 
material

Mode-locker 
material

Wavelength 
(nm)

Duration 
(ps)

CW power 
(mW)

Research team (first 
author)

Year

Quantum well gain section/quantum well SESAM

InGaAs InGaAs   950 3.2   230 Zurich (Haring) 2001

InGaAs InGaAs 1040 0.5   100 Southampton 
(Gamache)

2002

InGaAs InGaAs   950 3.9   530 Zurich (Haring) 2002

InGaAs InGaAs 1032 0.5   700 Southampton 
(Hoogland)

2005

InGaAs InGaAs   978 3.8     80
Kaiserslautern 
(Casel)

2005
Frequency doubling   489 3.9       6

InGaAs InGaAs   957 4.7 2100 Zurich 
(Aschwanden)

2005

InGaAsP GaInNAs 1550 3.2   120 Chalmers (Lindberg) 2005

InGaAs InGaAs 1036 10 - Tempere (Saarinen) 2007

GaInNAs GaInNAs 1220 5   275 Tempere 
(Rautiainen)

2008

InGaAs InGaAs 1037 0.06     35 Southampton 
(Quarterman)

2009

InGaAs InGaAs   999 0.3   120 Southampton 
(Wilcox)

2010

AlGaInAs AlGaInAs 1300 6.4   100 Tempere 
(Rautiainen)

2010

AlGaInAs GaInNAs 1560 2.3     15 Marcoussis 
(Khadour)

2010

AlGaInAs InGaAsNSb 1564 1     10 Marcoussis (Zhao) 2011

InGaSb InGaSb 1960 0.4     25 Tempere (Härkönen) 2011

9.6  Quantum well and quantum dot lasers with an external cavity (VECSELs)
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Gain 
material

Mode-locker 
material

Wavelength 
(nm)

Duration 
(ps)

CW power 
(mW)

Research team (first 
author)

Year

InGaAs InGaAs 1030 0.7 5100 Tucson (Scheller) 2012

GaInP GaInP   664 0.25    0.5 Stuttgart (Bek) 2013

InGaAs InGaAs 1013 0.5 3300 Southampton 
(Wilcox)

2013

InGaAs InGaAs 1038 0.2    0.1 Zurich (Zaugg) 2014

InGaAs InGaAs 1030 0.1       3 Zurich (Zaugg) 2014

InGaAs InGaAs 1034 0.1   100 Zurich (Waldburger) 2016

Quantum well gain section/quantum dot SESAM

InGaAs InAs   960 9.7     55 Zurich (Lorenser) 2004

InGaAs InAs   960 3.3    0.1 Zurich (Lorenser) 2006

InGaAs InGaAs   989 50   360 Birmingham 
(Butkus)

2008

InGaAs InAs 1027 0.9     45 Southampton 
(Wilcox)

2009

InGaAs InAs   953 1.5     30 Zurich (Hoffmann) 2010

InGaAs InAs   958 11     40 Zurich (Zaugg) 2012

Quantum dot gain section/quantum dot SESAM

InAs InAs   970 0.8 1000 Zurich (Hoffmann) 2011

InAs InAs   970 0.4   140 Zurich (Hoffmann) 2011

InP InP   655 1       1 Stuttgart (Bek) 2014

AlGaInP AlGaInP   651 0.7       1 Stuttgart (Bek) 2015

InP InP   650 1.2     10 Stuttgart (Bek) 2015

Frequency doubling   325 1.2    0.5 Stuttgart (Bek) 2015

Table 9.1  (Cont.)
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Gain 
material

Mode-locker 
material

Wavelength 
(nm)

Duration 
(ps)

CW power 
(mW)

Research team (first 
author)

Year

Quantum dot gain section/quantum well SESAM

InAs InGaAs 1059 18     27 Zurich (Hoffman) 2008

InAs InGaAs   959 28 6400 Zurich (Rudin) 
MIXSEL

2010

60 fs to 50 ps. Here, the shortest ever reported passively mode-locked VECSEL with 60 fs 
(35 mW CW power) pulses (Quarterman et al. 2009) should be noted. Longer wavelengths 
are obtained with ternary or quaternary Ga–Group V compounds. In all cases both gain 
and SESAM sections are based on quantum wells.

Only two groups have reported on passively mode-locked VECSELs for the visible 
spectrum. Casel et al. (2005) at Kaiserslautern University obtained 489 nm by intracavity 
second harmonic generation in an InGaAs device. The Stuttgart group (Bek et al. 2015), 
with InP-based structures, reported on successful red lasing (around 650 nm) and even 
demonstrated intracavity second harmonic generation to get 325 nm, which is the shortest 
wavelength ever reported for mode-locked VECSELs.

Noteworthy is that all quantum dot systems look very promising. First, an InP-all-
quantum-dot device exhibits 10 mW CW radiation power in the red (664 nm) without fre-
quency doubling, as in the case of InGaAs. Second, an InAs-based all-quantum-dot laser 
has shown outstanding parameters: 1 W at 970 nm with 800 fs pulse duration (Hoffman et 
al. 2011). These numbers obtained just in the first experiments with quantum dots in ultra-
fast lasers correspond to the best achievements with InGaAs quantum well VECSELs. 
Therefore, all-quantum-dot InAs mode-locked VECSEL can become a competitive plat-
form for commercial devices in this range of wavelengths and durations. Last but not least, 
the record CW power for ultrafast surface-emitting laser (6.4 W, 28 ps, 959 nm) has been 
achieved with an InAs quantum dot gain section using the MIXSEL design (Rudin et al. 
2010). This approach will be discussed in detail in the following subsection.

Progress toward longer wavelengths (1.2–2 µm) needs quaternary compounds. This is 
an area in which the following groups are active: Tempere University (O. Okhotnikov and 
co-workers), Chalmers University (Lindberg et al.), and CNRS Lab at Marcoussis (J.-L. 
Oudar et al.).

A representative experiment on a subpicosecond laser is given in Figure 9.33. The 
V-shaped cavity has an overall length of 18 cm; the outcoupling mirror, with a reflectivity 
of 99.7%, served as a folding mirror, which resulted in two outcoupled beams. The inset 
in Figure 9.33(c) shows the appearance of side pulses for a larger scan range of 15 ps. 
The distance between these pulses is 8.95 ps, which is the round trip time expected from 

Table 9.1  (Cont.)
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the subcavity of the diamond heat spreader acting as a Fabry–Pérot etalon. Thus, fur-
ther improvement of the heat management components is desirable to ensure pulse trains 
defined by the laser cavity round trip time only.

9.6.4	 MIXSEL: mode-locked integrated external-cavity surface-emitting laser

With modern advanced epitaxial techniques it is possible to integrate in a single chip 
all components of a mode-locked semiconductor vertically emitting laser except for an 
external-cavity mirror (an output coupler). In 2007, U. Keller and co-workers (Maas et al.  

Figure 9.33  The first visibly emitting femtosecond semiconductor laser. Red-emitting (663 nm) 
quantum well GaInP-based femtosecond semiconductor laser passively mode-locked with a 
GaInP quantum well SESAM (Stuttgart University, P. Michler and co-workers). (a) Index of 
refraction and electric field intensity in the SESAM simulated with the transfer matrix method. 
Two quantum wells are located close to the surface of the near-resonant semiconductor 
structure, which is coated with a quasi-λ/4 SiO2 layer. (b) Experimental setup of the mode-locked 
VECSEL. The V-shaped cavity is used for tight focusing of the laser mode onto the absorber. 
(c) Autocorrelation trace with 5 ps scan range showing a full-width half-maximum pulse duration 
of 222 fs. Inset: autocorrelation measurement with a scan range of 15 ps. Due to the intracavity 
diamond heat spreader, side pulses appear with a spacing of 8.95 ps. Reprinted with permission 
from Bek et al. (2013), copyright AIP.
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2007) suggested the MIXSEL: mode-locked integrated external-cavity surface-emitting 
laser (Figure 9.34).

The MIXSEL device comprises an optically pumped semiconductor chip with a built-in 
mode-locking component and an external output coupler to form a laser cavity. The chip 
includes a bottom laser mirror (DBR), a fast saturable absorber layer (a self-organized 
quantum dot layer in the case under consideration), a multiple quantum well gain region, 
and an antireflective layer on top. One more principal component is the additional DBR 
structure representing a mirror for pump radiation, but transparent at laser wavelength. 
It is grown between the saturable absorber and the optical gain sections of  the chip. It 
prevents bleaching of  the saturable absorber by the pump light and at the same time 
increases absorption of  the pump light by the gain medium. The laser DBR reflects the 
laser light and forms the laser cavity, together with the external output coupler. The white 
oscillations in the upper sketches in Figure 9.34 represent the square of  the electric field 
of  the laser light. Note that the quantum dot layers as well as the quantum well layers 
are placed in antinodes to ensure lowest possible lasing and bleaching thresholds. The 
laser chip has total thickness of  8 µm, 5 × 5 mm square, and the external output cou-
pler is placed at a distance of  a few centimeters. Heat management has been successfully 
performed by means of  wafer removal and mounting the 8 μm-thick MIXSEL structure 
directly onto a CVD (chemical vapor deposition) diamond heat spreader. To make this 
possible, the whole structure was grown in reverse order, i.e., the antireflective coating 

Figure 9.34  MIXSEL: the concept and the design. (a) The scheme of the device; (b) design of a 
MIXSEL chip; (c) scanning electron microscopy (SEM) image of a real device pumped at 808 nm, 
which generates 28 ps pulses at 959 nm. See text for detail. Reprinted from Rudin et al. (2010), 
with permission from OSA Publishing.

9.6  Quantum well and quantum dot lasers with an external cavity (VECSELs)
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was grown first. The chip was cleaved from the wafer, metalized with Ti/Pt/In/Au, and 
soldered onto the diamond plate metalized with Ti/Pt/Au using a fluxless indium solder-
ing process in a vacuum. The laser presented here operates at 959 nm wavelength and 
features outstanding parameters: 6 W average power, 28 ps pulses at 2.5 GHz repetition 
rate. The pulse shape perfectly obeys the sech2-shape predicted for passive mode-locking 
with a fast saturable absorber. Pumping has been performed with a fiber-coupled laser 
diode array radiation (37 W at 808 nm) focused to a 0.2 mm spot. A Peltier element was 
used to keep the chip at a constant temperature of  –15 °C. The MIXSEL concept does 
open the way for femtosecond optically pumped semiconductor lasers. In 2015, the group 
of  U. Keller reported on a 250 fs pulse MIXSEL with 10 GHz rate in the 1 µm wavelength 
range (Mangold et al. 2015).

To summarize, VECSELs, or SDLs, are the subject of  extensive research. Most of 
the devices reported use optical pumping from an LED or a laser featuring outstand-
ing optical-to-optical efficiency up to 50%. The first studies toward electrically pumped 
VECSELs have succeeded with nearly 20% WPE. Most of  the structures used are quan-
tum wells, though rare experiments with quantum dot structures suggest their high 
potential for the future. A quantum well or a quantum dot gain section can be combined 
with a SESAM to get pico- and femtosecond pulses down to sub-100  fs by means of 
passive mode-locking. Here, the integration of  gain and mode-locking components into 
a single epitaxially grown structure (MIXSEL) have demonstrated the CW power record 
of  6.4 W.

9.7	 CHALLENGES AND OUTLOOK

9.7.1	 Will VCSELs completely replace edge-emitting lasers?

VCSELs represent the fastest growing sector of the market. Unlike edge-emitting lasers, 
VCSELs offer much better beam quality and control, though generating high-power radia-
tion from a single chip simply by enlarging the aperture of gain area remains an issue since 
inhibition of side modes becomes questionable for a large aperture. Probably, integrating 
a gain section with a 2DPC structure paves the way toward powerful VCSELs to replace 
edge-emitting devices in massive applications. The only sector in which edge-emitting 
lasers will remain unsurpassed is edge-emitting DFB lasers since this type of laser features 
unparalleled mode purity and narrow bandwidth with fine tunability, which are important 
for optical communication systems.

9.7.2	 Ultimate size of a laser?

At first glance, the ultimate size of  a laser, which is defined by the diffraction limit (a few 
wavelengths) in the cross-sectional plane and a wavelength in the lasing direction, will 
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never fall to the scale available for electronic circuitry since light wavelengths exceeds 
electron wavelengths by two orders of  magnitude. Therefore, despite the desire to inte-
grate photonic and electronic components, the photonic and electronic subsystems in 
these arrangements seem to inevitably have different scales. Nevertheless, there is some 
light at the end of the tunnel in the sense that new solutions toward small lasers are being 
sought. One possible trend is to use strong light confinement in plasmonic structures. 
Owing to localized surface plasmon polariton generation, light wavelengths reduce drasti-
cally and light confinement within the volume whose size is considerably smaller than the 
wavelength in a vacuum becomes feasible. One more trend is based on light confinement 
in subwavelength semiconductor nanorods. This approach offers the promise of going 
beyond the diffraction limit in the cross-sectional area of a laser. However, both trends are 
at the initial research level only and no prediction can be made on their potential future 
applications.

9.7.3	 Will quantum dot lasers replace quantum well lasers?

Quantum dot lasers, when compared to quantum well lasers, feature lower threshold 
current with less dependence on temperature, which is favorable for most applications. 
However, fabrication of  multilayer quantum dot structures in a controllable manner for 
desirable wavelengths has many technological problems. Controlling size and keeping the 
lattice mismatching reasonable at the same time as avoiding complex interplay phenom-
ena in a multilayer strain-driven system of self-organized dots is not easy in the same 
structure and within the same technological run. Quantum dot lasers are believed to 
compete with and possibly to substitute quantum well counterparts, but due to growth 
problems this process may occur for selected applications and selected wavelengths only. 
Quantum well lasers are still considered to be the mainstream within the semiconductor 
laser industry.

9.7.4	 Poor heat conductivity of an epitaxial DBR is the bottleneck for higher output 
of surface-emitting lasers in many cases

Heat management forms the bottleneck in laser performance for most devices. In spite 
of many attractive features of surface-emitting laser design – first-class beam quality and 
fabrication versatility in terms of wafer testing and array scalability – this approach needs 
the multilayer DBR to appear as a thermal interface between the gain medium and a heat 
spreader. Lattice-matching conditions need many periods of alternating composition to 
be used since close chemical composition results in close refractive indices of the materials 
used. Managing heat conductance in multilayer semiconductor structures calls for new 
ideas, probably along with refractive index engineering.
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9.7.5	 Narrow-band Bragg mirror reflectance forms a bandwidth limit for ultrafast 
lasers

Close values of refractive indices of semiconductor materials coupled to get a DBR in sur-
face-emitting semiconductor lasers define the maximal attainable spectral width at which 
high reflection develops. A wider reflectance spectrum needs more difference in refractive 
indices, which in turn should occur along with lattice matching. Since the lattice match-
ing condition necessitates coupling materials with close refractive indices, the resulting 
narrow-band DBR mirrors form a limit for cavity bandwidth and therefore become an 
obstacle toward shorter pulses in the subpicosecond range in many cases. New ideas are 
necessary to obtain broader reflection spectra with a reasonable number of layers involved.

9.7.6	 The green gap in III-nitride-based lasers

GaN-based lasers, similarly to GaN-based LEDs, cannot be designed for any wavelength 
in spite of the fact that AlInGaN quaternary solutions offer UV–visible–IR band gap 
when using AlGaN to InN structures. Growth issues and lattice-matching conditions in 
solid solution development both need further study. Many researchers consider a possi-
ble contribution from InN dots to optical properties of InGaN quantum well structures. 
InN dots are supposed to develop at high In content in GaN owing to poor In solubility. 
Therefore the existing green gap in GaN-based semiconductor lasers is still waiting for 
new ideas and approaches. Probably, quantum dot structures rather than quantum well 
structures will become the mainstream here. A recent report by Weng et al. (2016) on suc-
cessful development of a room-temperature CW InGaN quantum dot laser at 560 nm with 
0.6 mA threshold current density looks promising.

Colloidal quantum dots (nanocrystals) and quantum wells (nanoplatelets) are exten-
sively examined as potential gain materials for lasers. Although at present only optically 
pumped lasing has been reported, electrically driven devices can also be foreseen, consid-
ering that colloidal LEDs have been successfully demonstrated by many groups to date. 
Otherwise, even in the case that optical pumping remains the most efficient power source 
for colloidal lasers, these can be viewed as cheap spectrum transformers for epitaxial lasers 
to extend their operating range. In the case of successful colloidal laser diode develop-
ment, the whole process of their fabrication can become free of the expensive epitaxial 
processes and then cheap bottom-up laser fabrication may appear in the laser industry.

9.7.7	 Silicon-based lasers

Development of Si-based or at least Si-compatible lasers is important for integrating pho-
tonic components with silicon microelectronics. The most important and also most chal-
lenging is direct epitaxial growth of lasers on a silicon wafer. There is active research in 
this field using both quantum well (InGaAs) and quantum dot (InAs) structures with 
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direct injection of carriers grown in an Si wafer (Liu et al. 2015). Comparison of quantum 
dot versus quantum well lasers grown on silicon clearly demonstrates the quantum dot 
advantage. Room-temperature, low-threshold operation has been demonstrated with InAs 
quantum dot lasers directly grown on silicon. Quantum dot-based lasers directly grown on 
silicon are interesting candidates as light sources for silicon photonic interconnects.

Table 9.2 summarizes the existing, emerging, and forthcoming applications of nanos-
tructures in lasers with separately listed electron confinement and lightwave confinement 
physical phenomena involved.

Table 9.2  Nanostructures with electron and lightwave confinement in lasers

Nanostructure Function Status

Electron confinement

Quantum well epitaxial Gain medium in diode lasers Mature commercial products

Quantum well epitaxial Saturable absorber mirror New commercial product, active R&D

Quantum well epitaxial 
superlattices

Active medium in quantum 
cascade lasers

Mature commercial products

Quantum well colloidal Gain medium First reports on lasing with optical pump, 
emerging research field

Quantum dot epitaxial Gain medium in diode lasers New commercial products, extensive 
research

Quantum dots in glasses Saturable absorber Extensive R&D

Quantum dot colloidal Gain medium First reports on lasing with optical pump, 
emerging research field

Lightwave confinement

Multilayer structures Mirrors (DBR) Commercial, the component of 
semiconductors and solid-state lasers

Gratings Distributed feedback Commercial, the component of 
distributed feedback lasers

Photonic crystal 
nanocavities

Active component of lasers Extensive research

Photonic crystal 2D 
gratings

Multidirectional distributed 
feedback

Extensive research
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Conclusion

•	 Nanophotonic solutions, including quantum confinement of electrons/holes in semicon-
ductors and lightwave confinement/control in multilayer structures, photonic crystals, 
and nanocavities are essential for the current production and future progress in the fields 
of semiconductor lasers and compact solid-state lasers, with the latter being optionally 
efficiently pumped by semiconductor lasers or LEDs.

•	 Quantum well laser diodes dominate in the semiconductor laser industry, ranging from 
near-UV to middle-IR wavelengths, whereas commercial quantum dot laser diodes fill 
the range around 1.3 µm only. Edge-emitting lasers still constitute the major semicon-
ductor laser sector in the market. Edge-emitting lasers can be made using distributed 
feedback with a grating that can be viewed as a nanophotonic component because of 
purposeful control over lightwaves and evanescent wave propagation, diffraction, and 
interference in a periodic structure.

•	 Vertical cavity surface-emitting lasers (VCSELs), owing to a number of fabrication 
advantages and higher beam quality, represent the fastest growing (30% revenue growth 
per annum) portion of the semiconductor laser industry. Commercial VCSELs are 
based on multiple quantum wells, though extensive research toward efficient quantum 
dot VCSELs promises to reach the commercial stage soon. Commercial VCSELs essen-
tially include multi-period epitaxial DBRs, i.e., lightwave control in a subwavelength 
periodic medium, often referred to as a one-dimensional photonic crystal.

•	 Two- and three-dimensional photonic crystals combined with a semiconductor active 
gain medium (quantum wells or quantum dots) promise downsizing of lasers toward the 
ultimate limit of the order of 10 µm3 to meet the growing demand for higher integration 
level in optical communication and data storage components.

•	 A two-dimensional photonic crystal developed beneath the active gain region in a 
VCSEL enables multidirectional distributed feedback and promises fabrication of large-
square single-mode multi-watt class VCSELs, the top mirror being eliminated in this 
case. This will probably pave the way for output power of VCSEL device being scaled up 
while keeping high beam quality owing to single-mode operation.

•	 Colloidal quantum dot lasers with optical pumping have been demonstrated and first 
experimental evidence of optical gain in colloidal quantum well lasers has been reported.

•	 Glasses doped with semiconductor quantum dots represent efficient saturable absorbers 
suitable for Q-switching and mode-locking of solid-state lasers to get nano- and pico-
second pulses, respectively. Active research with multiple examples of efficient appli-
cation to commercial solid-state lasers promises fast commercialization of quantum 
dot-based Q-switchers and mode-lockers in the near future, including compact vertical 
external-cavity surface-emitting lasers (VECSELs) based on quantum well and quantum 
dot structures.
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•	 SESAM (semiconductor saturable absorber mirror), a semiconductor epitaxial DBR 
combined with a thin semiconductor layer exhibiting saturable absorption, is making 
its first steps on the market as a Q-switching and mode-locking component of semicon-
ductor VECSELs and solid-state compact lasers pumped with laser diodes or LEDs. 
SESAM enables generation of ultrashort pulses in the pico- and subpicosecond range.

Problems

9.1	 Why can power not be enhanced by simple size scaling of a classical Fabry–Pérot 
laser without reducing the beam quality?

9.2	 Explain the main advantages of surface-emitting lasers versus edge-emitting lasers. 
Explain the challenges in surface-emitting laser design.

9.3	 Explain why the shorter cavity in a VCSEL versus an edge-emitting diode does not 
result in shorter relaxation time (bigger bandwidth). What can be done to make 
VCSEL response faster?

9.4	 Compare semiconductor epitaxial and oxide non-epitaxial distributed Bragg reflec-
tors. Why do the latter need fewer periods than the former? Evaluate the geometrical 
thickness of the two types of mirrors. Does a smaller number of periods lead to 
much thinner mirrors?

9.5	 Explain the advantages and problems of quantum dot lasers.
9.6	 What can a photonic crystal paradigm bring to semiconductor laser design?
9.7	 What is the ultimate size limit for a laser?
9.8	 Recall all cases of electron confinement (quantum size effects) and light confine-

ment (photonic crystals and microcavities) implementations in semiconductor and 
solid-state laser design. Emphasize where both confinements are combined. Consider 
ideas and approaches that have been commercialized, are close to the commercial 
stage, or are still at the stage of research or proof-of-principle.
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  10.1     photoniC CrYstal waveguides 

       A linear defect in a photonic crystal (PC) forms a waveguide that supports propagation 
of waves through a defect channel owing to multiple scattering and interference of waves 
whose frequency falls into a photonic band gap of a PC under consideration. The most 
instructive and useful is waveguiding in a two-dimensional photonic crystal (2DPC) since 
it can be made using templated etching through a submicron mask similar to the submi-
croelectronic chip production scheme. Guiding electromagnetic waves in a 2DPC gives rise 
to the notion of the  photonic crystal circuitry.  The basic ideas are explained in   Figure 10.1 . 
Wave confi nement and guiding within the fi gure plane occurs owing to periodic structure 
and defects therein, and wave confi nement in the vertical plane occurs by means of Fresnel 
refl ection, which for typical semiconductor materials (Si, GaAs, InP) measures about 30% 
at normal incidence and then sharply grows with angle of incidence, reaching the total 
refl ection regime for angles approximately >15° (see  Figure 4.5  for refl ection data). A 
“point-like” single-rod defect then forms a cavity ( Figure 10.1(b) ), and a linear defect that 
can be viewed as a coupled point-like defect forms a guiding channel ( Figure 10.1(a) ). 
Linear waveguides can be coupled to a cavity or multiple cavities when certain topological 
conditions are met for a given wave mode, as is shown in  Figure 10.1(c) .  

 It is of principal importance that propagation of lightwaves through a linear defect 
in PCs occurs owing to complicated scattering and interference processes. It is therefore 

 photonic circuitry 

         The photonic crystal paradigm offers a new generation of compact waveguides, splitters, 

and demultiplexers. Coupling of waveguides with microcavities enables further uses, includ-

ing electro-optical and all-optical switching. These ideas and their experimental implemen-

tations are the subject of this chapter. Problems on the way toward effi cient integration of 

photonic and electronic devices and issues related to compatibility with the major platforms 

(InP platform photonics and Si platform) are discussed as well. Because of the complicated 

calculations involved in photonic circuitry modeling and complex interplay of many physical 

and technological issues, the discussion is kept at the conceptual level to highlight the basic 

principal approaches, physical phenomena involved, and ideas, without diving into detail. 
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essentially frequency- and polarization-dependent. Moreover, guiding becomes possible at 
the expense of drastic slowing down. The group velocity then features strong frequency 
dependence and can be many times lower than in a vacuum or in a solid material in which 
a photonic crystal structure has been developed.

An example of slowing down and complicated frequency dependence for group velocity 
is shown in Figure 10.1(d) for a linear waveguide coupled to a cavity. One can see that (1) 
cavity size drastically affects transmittivity of a waveguide, and (2) both group velocity and 
transmittivity tend to zero for frequencies close to the band edge. For higher frequencies, 
group velocity monotonically rises with frequency but still remains a small fraction of c.

Figure 10.1  Principles of photonic circuitry based on a planar 2DPC consisting of Si rods in air, 
the crystal period is a, and the rod diameter is 0.25a. (a) A linear defect consisting of missing rods 
forms a waveguide enabling efficient light guiding though a portion of electromagnetic energy 
spreads into the photonic crystal. (b) A “point-like” defect (a rod with radius rdef = 0.1a) forms a 
high-Q microcavity. (c) A photonic crystal waveguide coupled to a microcavity formed by a single 
rod. The field structure is shown for the frequency corresponding to the peak in the reflection 
spectrum (dip in transmission). (d) Transmission function versus normalized frequency for a 
structure shown in panel (c); different curves correspond to different defect rod radius rdef. The 
band edge is located at dimensionless frequency 0.3168. Here the group velocity for light in the 
waveguide tends to zero. Transmission features strong dependence on frequency as well as on the 
defect rod radius rdef. Courtesy of S. F. Mingaleev.
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Figure 10.2  An optimized 
photonic crystal waveguide 
design enabling high 
transmission with lower group 
velocity dispersion. The group 
velocity is vg = c/34. See text for 
detail.

For practical applications it is important to design guiding structures with low losses 
and frequency-independent group velocity. A possible approach has been suggested by 
Frandsen et al. (2006), and is shown in Figure 10.2 for a PC based on cylindrical air holes 
etched in silicon. The technology is based on e-beam lithography and ion etching. The 
rows nearest to the guiding channel have smaller and bigger diameters. The structure fab-
ricated according to this design has shown losses of 5 dB/mm and nearly constant group 
velocity of ε g = c/34 within the 11 nm wavelength band.

A traditional waveguide (an optical fiber) operates using total internal reflection and 
therefore does not allow strong bending because of leakage when the total internal reflec-
tion condition is not perfectly met. A PC waveguide allows for bending in a PC plane 
since the total reflection condition is not necessary here (Figure 10.3(a)). However, sim-
ple bending of a linear guiding defect gives rise to big losses at every bend. Calculated 
field distribution is shown in Figure 10.3(c); the loss per bend value may exceed 10 dB 
(Figure 10.3(e), blue curve). Bending losses can be minimized by means of adaptive opti-
mization of scatterers’ topology, as is shown in Figure 10.3(b,d). Then losses per bend can 
be made below 1 dB (the red curve in Figure 10.3(e)). This ingenious approach has become 
a standard trend in waveguide design for micro- and nanophotonic circuitry. It became 
feasible owing to development of efficient computational techniques for light propagation 
in PC structures.

Three-dimensional guiding still remains challenging for experimental implementation. 
Development of a controllable 3D photonic crystal (3DPC) structure by multiple etching/
alignment procedures (see Chapter 4, Figure 4.21 and comments therein) is complicated 
and needs very accurate processing. The development of a 2D waveguide in a 3DPC is 
even more laborious. An example of this waveguide fabrication is given in Figure 10.4. 
One can see that transmission through a waveguide is higher by three orders of magnitude 
compared to the original PC, but still remains far from unity.
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Figure 10.3  (a,b) Fabricated 2DPC structures with a waveguide using a silicon wafer and submicron 
e-beam lithography and ion etching technique. The hole diameter is 275 nm. (a) corresponds 
to a generic design, whereas (b) represents the optimized design of bends areas. The contrast 
and brightness of the images have been adjusted for clarity. (c,d) Calculated steady-state field 
distribution for the fundamental photonic band gap using the two-dimensional finite difference 
time-domain method for (c) generic and (d) optimized design. (e) Measured loss per bend for the 
unoptimized 60° bends and the topology-optimized 60° bends. Both spectra have been normalized 
to transmission through a straight PC waveguide of the same length. A blue horizontal line marks a 
bend loss of 1 dB. Adapted from Frandsen et al. (2004), with permission from OSA Publishing.

Figure 10.4  3D waveguiding 
in a silicon PC. (a) An oblique 
waveguide. (b) A connecting 
point of an oblique and a 
horizontal waveguide. (c) 
A sketch of light guiding 
through the two oblique guides 
connected by a linear waveguide. 
Reprinted by permission from 
Macmillan Publishers Ltd.; 
Ishizaki et al. (2013).
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Progress in 2DPC waveguiding with low losses per bend design and fabrication allows 
for more complicated PC circuitry components to be implemented, namely beam splitters, 
demultiplexers, and interferometers. A Y-splitter has been demonstrated at the Technical 
University of Denmark (Borel et al. 2005). This element of the optical circuitry delivers 
each of the two wavelengths into the desirable guiding channel. Two beams with different 
wavelengths λ1, λ2 can be discriminated and sent to individual channels #1 and #2, pro-
vided the spectral spacing is approximately 50 nm.1 2λ λ− >

The optical components discussed in this section demonstrate the emerging field of 
silicon photonics. Optical transparency of silicon in the strategic optical communication 
spectral range of 1.3–1.5 µm can be combined with the unprecedented advances in sili-
con submicron-scale technology to develop a family of silicon photonic components. The 
above nanostructures are made of silicon using silicon-on-insulator (SOI) technology com-
bined with high-resolution e-beam lithography. SOI nano-imprint technology has been 
developed in recent years, promising a cheap route toward commercial planar nanostruc-
tures. Imprinting is performed by means of reactive ion etching using a master stamp 
structure made by e-beam lithography.

Another example of  basic photonic circuitry components is a directional coupler 
(Figure 10.5). This consists of  two waveguides that are made so close to each other that 
the fields can couple in a section of  a certain length. Then, periodic exchange of  power 
takes place from one guide to the other. A portion of  lightwave energy can be tapped to 
the neighboring channel. A directional coupler with optional control of  the refractive 
index of  constituent materials by means of  electric field effects or optical nonlinearities 
can be used for (electro)optical modulation and switching.

Figure 10.5  Photonic circuitry components: a directional coupler, a Mach–Zehnder 
interferometer, and a combination of an interferometer with two couplers. Adapted from 
Hermann et al. (2008), with permission from OSA Publishing.
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Optical modulation and switching can also be performed using a Mach–Zehnder 
interferometer (Figure 10.5(b)). In this device the two Y-splitters are connected via 
two phase shifters. Depending on phase-matching/mismatching of  the two beams in 
the output fiber, the output light intensity can be drastically changed. Then, if  one of 
the phase shifters is electrically or optically controlled, the light propagation through a 
device can be modulated or switched. A PC version of  a Mach–Zehnder interferometer 
is presented in Figure 10.5(c). It is an important building block in emerging photonic 
integrated circuitry.

10.2	 Coupling Lightwaves Through Tunneling

In Section 4.5 we discussed examples of  lightwave tunneling. Tunneling occurs by 
means of  an evanescent wave penetrating through a “barrier,” the latter of  which can 
be formed by a thin mirror. Evanescence occurs in a metal or in a PC slab featuring 
a photonic band gap for the lightwave in question. For our consideration of  pho-
tonic circuitry ideas, it is important that development of  slow light in PC waveguides 
and high-Q values in PC cavities favorably enhance tunneling efficiency (i.e., coupling 
strength) in photonic band gap substructures like waveguides and cavities. This idea 
becomes clear when resonant tunneling is recalled (see Figure 4.28). A cavity between 
two mirrors promotes light tunneling throughout the whole structure. In a similar way, 
slowing light propagation in a PC waveguide enhances its penetration by evanescence 
to a closely spaced parallel guiding channel in a directional coupler (Figure 10.5). For 
a waveguide going near a cavity, efficient coupling occurs owing to tunneling enhanced 
by a high Q-factor value of  a cavity in the case that the resonance between guiding 
frequency and a cavity is met. Such coupling occurs not only within the PC struc-
tures but in “solid” fiber waveguides and cavities as well. An example was given in 
Figure 4.30. In a similar way, coupling of  lightwaves can be performed for two planar 
microcavities; between two microcavities made in the form of  microdisks or micror-
ings; or between a linear waveguide and any cavity, including a planar one, a PC one, 
a microsphere, a microdisk, or a microring. For a microsphere, a microdisk, and a 
microring, coupling to the so-called whispering gallery mode(s) is efficient owing to 
its high Q-factor. Coupling efficiency is strongly dependent on distance and resonant 
conditions. Therefore, if  one of  the components – say, a cavity in a “cavity–waveguide” 
system – can be tuned by changing the optical path length nd (with n being the refrac-
tive index and d being the geometrical length (electrically, optically, thermally), then 
coupling efficiency can be purposefully altered to enable light propagation control. 
This consideration, though simplified, offers a reasonable intuitive insight to PC cir-
cuitry ideas.
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10.3	O ptical Switching

10.3.1	 Kramers–Kronig relations

Optical switching needs a combination of a physical process that can result in changing 
the optical parameter(s) of the material (absorption or refraction) and a device that con-
verts small changes of the material parameter into sharp changes of the transmitted light 
intensity. Dissipative losses should be minimized to avoid the need for an optical amplifier 
after a switch.

Recalling the general notion of the complex refractive index (see Eq. (4.60)),

	 � ω κ= +n n i( ) , 	 (10.1)

it is important to emphasize that the real n and imaginary κ parts of the complex refrac-
tive index are related to each other by the universal relation. In other words, in a medium 
in which electromagnetic wave velocity depends on its frequency, electromagnetic energy 
will necessarily be absorbed, and, vice versa, every absorbing medium will feature 
frequency-dependent velocity of electromagnetic waves. Knowing the absorption spectrum, 
one can calculate the refraction spectrum and vice versa. This important property is a con-
sequence of the causality principle which states that a medium response to electromagnetic 
perturbation cannot occur prior to perturbation. The universal relations for imaginary and 
real parts of a material response function were derived by H. A. Kramers and R. Kronig in 
1926 and are referred to as Kramers–Kronig relations. These relations read:
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where P in front of  the integrals denotes the principal value. For an isolated absorption 
band with growing frequency, refractive index typically grows (normal dispersion) along 
with absorption, then falls near the absorption maximum (anomalous dispersion) and 
then rises again. The relation is more complicated for bulk semiconductors, but the main 
trend is the same, i.e., refractive index rises up with frequency (see Figure 4.2) in the 
transparency region and near the fundamental absorption edge. It is instructive to com-
pare data for refractive index spectra (Figure 4.2) with semiconductor crystal band gaps 
(Figure 2.13) in this context. Therefore, to enable electro-optical switching, one needs 
to search for the electric field effect on absorption or refraction. To enable all-optical 
switching, one needs to search for the phenomena resulting in absorptive or refractive 
changes upon optical excitation. Dissipative losses are usually not welcome and therefore 
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the research is mainly focused on looking for refractive index control while absorptive 
changes are typically used as a quick reference or as a preliminary indicator for desirable 
refractive index changes. Once the mechanism of refractive index control is settled, then 
a device can be designed based on tuning/detuning of resonant transmission through a 
Fabry–Pérot interferometer, a Mach–Zehnder interferometer, a waveguide coupled to a 
microcavity, a microring, or a microdisk resonator.

10.3.2	E lectric field effect on optical properties of semiconductor nanostructures

Consider possible effects of the electric field on optical absorption/refraction of semiconduc-
tor nanostructures. An external electric field does change the probability of electron tran-
sitions since it adds to the periodic potential of a crystal lattice and disturbs electron–hole 

Figure 10.6  Representative examples of electric field effect on optical absorption spectra of 
quantum well and quantum dots. (a) Ge quantum wells in an Si/Ge epitaxial nanostructure. The 
total thickness of the multiple quantum well layer is 0.26 µm. Reprinted by permission from 
Macmillan Publishers Ltd.; Kuo et al. (2005). (b) Colloidal CdSe quantum wells (nanoplatelets) in 
a polymer film. Adapted with permission from Achtstein et al. (2014). Copyright 2014 American 
Chemical Society. (c) Colloidal CdSe and (d) PbS quantum dots in polymers.
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Coulomb interaction. A quick estimate of the necessary electric field strength at which opti-
cal absorption will be modified can be made based on exciton Rydberg energy Ry* divided 
by exciton Bohr radius aB or quantum well (quantum dot) size a. For typical semiconductor 
materials (Ry* is of the order of 10–2 eV and a is of the order of 10 nm), one has E = Ry*/(ea) 
≈ 10 kV/cm. In a thin-film structure this value can be maintained with a few volts of external 
voltage. Electric field effect on optical absorption (and refraction, owing to the universal 
Kramers–Kronig relations) is pronounced in semiconductor quantum wells and quantum 
dots, and is often referred to as the quantum-confined Stark effect to emphasize the similarity 
between excitons and atoms in electric fields. The first evidence for an enhanced electric field 
effect in quantum well structures dates back to the 1980s with the work of D. A. B. Miller 
and co-workers. In the 1990s, the strong electric field effect on optical absorption was also 
revealed for quantum dots. Representative examples are given in Figure 10.6. A direct gap in 
a germanium multiple quantum well structure developed in SixGe1−x heterostructures gives 
rise to absorption in the spectral range close to the commercial optical communication band 
(1.5 µm) and simultaneously enables CMOS (complementary metal-oxide-semiconductor) 
compatibility owing to the silicon platform. SixGe1−x heterostructures exhibit strong electric 
field dependence (Figure 10.6(a)) and have been used to demonstrate electro-optical switch-
ing on a silicon wafer for oblique incidence, as shown in the inset. A submicrometer-thick 
multiple Ge/SixGe1−x quantum well structure serves as an active medium of an interferome-
ter formed by the two parallel conductive mirrors. Modulation of absorption by an external 
electric field modulates the interferometer reflectance.

Recently, a strong electric field effect on optical absorption has been found for colloidal 
quantum well structures – nanoplatelets (Figure 10.6(b)). A comparative study using the 
same synthesis route and the same experimental setup has revealed that colloidal nan-
oplatelets show higher electro-optic response as compared to colloidal nanorods and 
colloidal quantum dots. This opens the way to colloidal quantum well electro-optical com-
ponents in the case that the desirable spectral ranges used in commercial communication 
circuitry will be attained. This is principally possible using PbS or PbSe as the basic mate-
rials for colloidal quantum well structures.

Colloidal quantum dots have been the subject of extensive electro-optical experiments 
since the 1990s. Under the external field the signature of the discrete optical absorption 
band can be fully smeared in the result of absorption band broadening without notice-
able spectral shift (Figure 10.6(c)). In the same manner, PbS colloidal dots exhibit 
electro-optical response near 1.3 µm (Figure 10.6(d)), which can also be shifted to 1.5 µm 
when necessary. However, there is no efficient demonstration of colloidal quantum dot 
application for switching. One of the major obstacles is a complex interplay of photo- 
and electro-induced phenomena in colloidal quantum dot thin-film structures (surface 
charging, carrier trapping, partial photoionization promoted by high electric field). These 
phenomena are poorly controlled and deteriorate the time response of electro-optical 
switches. In this context, colloidal quantum wells and nanoplatelets represent a new gen-
eration of nanostructures which can probably combine advantages of epitaxial quantum 
wells but will not bring about the side effects inherent in colloidal quantum dots.
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10.3.3	E lectro-optical switching based on carrier density effects on optical properties

Increasing carrier density by doping of a semiconductor is known to change optical absorp-
tion (and refraction) properties since otherwise free electron (hole) states in the conduction 
(valence) band become populated and the rate of optical transition changes. In a similar 
way, optical properties of a semiconductor material can be altered dynamically by carrier 
injection in a slightly doped semiconductor or carrier depletion in a heavily doped semicon-
ductor. Researchers avoid using current-modulated absorption because of undesirable inser-
tion losses (these result in lower signal amplitude). Currently the main efforts are focused on 
refractive index modulation to perform noticeable phase shift, which is then combined with a 
phase-sensitive arrangement like a Fabry–Pérot interferometer, a Mach–Zehnder interferom-
eter, a directional PC coupler, or a waveguide coupled to a microring or microdisk cavity. In 
every case, a small change in refractive index of an active material gives rise to strong trans-
mission modulation of a device. The desired goal is to get a strong refractive index change 
with a high response rate and negligible heating. The latter results in slowly relaxing refractive 
index change because of the temperature-dependent band gap. Band gap shrinkage with tem-
perature results in absorption edge red shift and (via Kramers–Kronig relations) in positive 
change of refractive index. The critical points here are: (1) small refractive index changes 
necessitate long paths; (2) time response is essentially defined by electron–hole recombina-
tion, which cannot be efficiently controlled; and (3) current flow gives rise to dissipation losses 
and heating which in turn changes refractive index but features very slow relaxation time.

Figure 10.7  Calculated refractive index change for common semiconductors versus carrier density 
(Eqs. (10.4) and (10.5)). Results for free electrons and free holes are given. The wavelength in every 
case meets the condition E 0.17 eV.g �ω− =
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The carrier injection/depletion approach dominates current research activity toward opti-
cal switching components in photonic circuitry. Regretfully, refractive index n of any material 
cannot be altered noticeably either by external electric field or by carrier injection/depletion. 
For external electric field (Stark effect), typically Δn/n ≈10–3 represents the ultimate limit. For 
carrier injection/depletion, refractive index modulation is even smaller to prevent undesira-
ble contributions from current-induced heating. The changes in Δn with carrier density N for 
GaAs, InP, and Si show the same order for the magnitude at N ≈ 1018–1019 cm–3 (Figure 10.7), 
which represent the reasonable injection/depletion levels to avoid side heating-related effects. 
In the case of silicon, refractive index change Δn and absorption coefficient change Δα can 
be approximated by empirical relations (Soref and Bennet 1986),
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which gives only Δn < 10–3 for ΔN ≈ 1017 cm–3. The important figure of merit is Lπ, the 
path length where the phase shift equal to π develops. The small changes in refraction 
necessitate millimeter-scale path length Lπ in the Mach–Zehnder arrangement to get phase 
shift of π since the condition ΔnLπ = λ/2 is to be met to get maximal change in transmit-
ted light intensity. The other important parameter is the product VπLπ, with Vπ being an 
operation voltage that results in phase shift equal to π. Many authors have reported the 
values 1 V·cm < VπLπ < 10 V·cm for Mach–Zehnder electro-optical switches. Table 10.1 

Table 10.1  Representative examples of optical modulator parameters 
based on Mach–Zehnder interferometers

Device length (mm)* 1.35 1 2.4 2

VπLπ (V·cm ) 11 2.8 2.4 2.4

Insertion loss 
at maximum 
transmission (dB)

15 3.7 4.3 4.1

Speed (Gbit/s) 40 50 30 50

Reference Gardes et al. 
2011

Thomson et al. 
2012

Chen et al. 
2011

Dong et al. 
2012

*This is the phase-shifter length, the full length of an interferometer is several times greater.
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Figure 10.8  Silicon electro-optical modulator based on a waveguide coupled to an electrically controlled 
ring resonator. (a) Schematic layout. The inset shows the cross-section of the ring. R, radius of ring. VF, 
voltage applied on the modulator. (b) Top view scanning electron microscope image. (c) DC measurement 
of the ring resonator. The main panel shows the transmission spectra of the ring resonator at the bias 
voltages of 0.58 V, 0.87 V, and 0.94 V, respectively. The vertical dashed line marks the position of the probe 
wavelength used in the transfer function and dynamic modulation measurements. The inset shows the 
transfer function of the modulator for light with a wavelength of 1573.9 nm. Reprinted by permission from 
Macmillan Publishers Ltd.; Xu et al. (2005).

Figure 10.9  Silicon vertical junction microdisk electro-optical modulator. (a) A sketch of the electro-
optical silicon microdisk modulator, showing the cross-section, size, metal connections, and the optical 
mode overlapped with the vertical p–n junction. The gray regions illustrate the depletion region in the p–n 
junction within the microdisk and the undoped bus waveguide adjacent to the microdisk. (b) A scanning 
electron microscopy image of the modulator, revealed by dry etching the SiO2 around the modulator to 
show the metal interconnect, circular contact, silicon bus waveguide and the microdisk. The signal pad, 
connected by short wires, is shown on the left side of the image. (c) The measured transmission spectra of 
the resonant modulator at 26.5 °C and applied DC bias voltages ranging from 0.4 to –2.2 V. 
Reprinted from Timurdogan et al. (2014).

gives a few representative examples of switching based on carrier injection/depletion in 
Mach–Zehnder devices.

Another reasonable phase-sensitive arrangement is a linear waveguide coupled to a high 
Q-factor whispering gallery mode inherent in a microring or a microdisk. For cavity-based 
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design, phase shift, which is necessary for maximal modulation, is of the order of π/Q i.e., 
it is approximately Q times smaller than that in the Mach–Zehnder design. A represent-
ative example for an Si microring-based modulator is given in Figure 10.8. The Q-factor 
for a 12 µm ring resonator was about 4 · 104, the operating voltage of the order of 1 V and 
the data rate was estimated to be of the order of 1 Gbit/s. This design offers much more 
compact devices compared to Mach–Zehnder interferometers. A vertical p–n junction 
microring cavity coupled to a silicon bus waveguide (Figure 10.9) has been shown to fea-
ture ultralow (1 fJ) power consumption per bit with a data rate of 25 Gbits/s, the operating 
voltage being in the range of 1 V. It is based on carrier depletion in the p–n junction area 
by external voltage (Figure 10.9).

10.3.4	A ll-optical switching: controlling light with light

We saw in Chapter 6 that at high radiation intensity the high population of excited states of 
matter results in absorption saturation. This effect is pronounced in semiconductors and 
in semiconductor nanostructures. Its manifestation in quantum dots is extensively used 
in laser Q-switching and mode-locking. Its manifestation in quantum wells or thin sem-
iconductor layers resulted in development of SESAM (semiconductor saturable absorp-
tion mirror) devices for laser mode-locking. These applications were discussed in detail in 
Chapter 9 (Section 9.5). Intensity-dependent optical properties of matter and the related 
phenomena form the subject of nonlinear optics, contrary to traditional linear optics, in 
which material response is independent of radiation intensity.

Absorption saturation can be used for all-optical switching. However, it appears to be 
strongly frequency-dependent (needs matching of absorption resonance conditions) and 
have side effects like heating, incomplete transparency because of excited state absorp-
tion (thus leading to high insertion loss of a switch), and finite relaxation time defined by 
recombination rate that cannot be fully controlled. Owing to Kramers–Kronig relations, 
absorption saturation will result in refractive index changes that in turn can be used for 
all-optical switching. Population-induced phenomena were used at early stages of optical 
switching research in the 1980s. However, population-induced nonlinear response brings 
about the issue of recombination time and partial heating. Therefore, population-induced 
nonlinear optical phenomena are typically avoided now when all-optical switching design 
is considered. Instead, nonlinear susceptibility is used, which is population-independent.

In the case when the medium reacts to a change in the incident electromagnetic field 
instantaneously, the polarizability of the medium can be described in terms of dielectric 
susceptibility χ, defined via a relation P E0χε= , whence a simple relation between dielec-
tric permittivity and dielectric susceptibility reads 1 .ε ω χ ω( ) ( )= +  Then, polarization 
vector components can be expanded into a power series of the field amplitude as
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implying the susceptibility is a tensor value. In a simpler scalar form, polarization versus 
incident field reads

	 P E E E .0
1 2 2 3 3 …ε χ χ χ[ ]= + + +( ) ( ) ( ) 	 (10.7)

The first term in this expansion describes the linear response, the second term corresponds 
to frequency doubling, summation, and subtraction, and the third term describes nonlin-
ear refraction and its consequences, like four-wave mixing and self-focusing/defocusing. 
Values χ(i) are referred to as ith order susceptibilities. The second-order χ(2) susceptibil-
ity equals zero in all materials with symmetry with respect to inversion. For an isotropic 
medium (χ(2) = 0) at reasonably high but not extreme radiation intensity only χ(1) and χ(3) 
are used. Then the approximate expression is valid for refractive index versus radiation 
intensity I,

	 n n n I0 2= + 	 (10.8)

where n0 is refractive index at low intensity (linear refractive index) and n2 (dimensionality 
W–1 cm2) is the nonlinear refraction coefficient. The third-order nonlinearity expressed by 
a nonzero χ(3) value and Eq. (10.8) is referred to as Kerr nonlinearity. Kerr nonlinearity 
is instantaneous. Therefore, when it is used in a device that is sensitive to refractive index 
change, the device response rate is defined only by radiation accumulation/depletion rate. 

Nonlinear susceptibility χ(3) has dimensionality of m2/V2 (SI units), but often is reported 
in electrostatic units (ESUs). The relations between χ(3) in different units and nonlinear 
refraction index coefficient n2 read (Boyd 2008):
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It is not possible to affect refraction noticeably – e.g., for fused silica n2 ≈ 3 · 10−16 cm2/W, 
which gives Δn = 10–7 only at radiation intensity 1 GW/cm2. For silicon, n2 ≈ 2 · 10–14 cm2/W 
in the range of wavelengths 1.3–1.5 µm (Lin et al. 2007). Higher values of nonlinearity 
occur under conditions of high electron–hole population density. In this case, nonlinear 
refraction results from absorption saturation in accordance with Kramers–Kronig rela-
tions. For glasses doped with CdSxSe1−x quantum dots, the values of n2 ≈ 10–11 cm2/W were 
found at 500 nm (Olbright and Peyghambarian 1986), i.e., Δn = 10–3 can be obtained at radi-
ation intensity 100 MW/cm2, which is, however, still a very high intensity level. Population-
induced nonlinearity features finite relaxation time defined as the inverse of electron–hole 
recombination rate. Therefore, higher nonlinearity occurs at the expense of longer decay 
time and switching time. In this context it is similar to injection-based electro-optical 
response.
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A microcavity containing an inner material with nonlinear refraction promotes higher 
field intensity inside (roughly Q-fold intensity enhancement), but this occurs simultane-
ously with development of the cavity photon lifetime (approximately QT, T ≈ 1 fs being 
the oscillation period) which for Q > 103 exceeds 1 ps. In the case of population-induced 
refractive index change, cavity-induced recombination rate enhancement (Purcell factor, 
see Chapter 5) by the factor of Q moves recombination rate from its typical nanosecond 
range to the picosecond range. Thus, recombination time can become close to photon cav-
ity lifetime and therefore population-induced nonlinear refraction can be used instead of 
Kerr nonlinearity, without deterioration of the switching speed.

Figure 10.10 shows an example of a PC-nanocavity coupled to a waveguide whose 
transmission is altered by external laser pulses by means of population-induced refractive 
index change. InGaAsP composition was adjusted to obtain a band gap wavelength of 
1.47 µm to ensure that the desirable operating wavelength range (1550–1570 nm) is close 
enough to ensure strong refractive index change owing to band edge proximity and at the 
same time to keep operating range corresponding to low absorption. As a result, non-
linear refractive index coefficient was relatively large, n N8.2 10 (cm ),20 3∆ = − ⋅ ∆− −  nearly 
two orders of magnitude higher than for Si in the same spectral range, as expressed by 
Eq. (10.4). The cavity photon lifetime was 5.4 ps, which is slightly longer than the cal-
culated carrier lifetime including Purcell effect by the cavity. This design features much 
smaller size and much lower switching energy as compared to PC Mach–Zehnder devices 
reported by many groups. Nozaki et al. (2010) suggested an instructive estimation of the 
performance of this type of all-optical switches. The switching energy Wswitch is defined as 
the pulse energy at the device input, which produces a nonlinear refraction-induced phase 
shift equal to the cavity spectral width,

	 n n Q n I n Q I n n Q/ / 1 / / / ( ).0 0 2 switch 0 switch 0 2λ λ∆ = ∆ = ⇒ = ⇒ = 	 (10.12)

Now it is important to account for which portion η of  energy delivered to the input port 
Uin of  the waveguide is tapped to the cavity, Ucavity. It reads

Figure 10.10  InGaAsP PC cavity-based optical switch. Adapted with permission from Macmillan 
Publishers Ltd.; Nozaki et al. (2010).
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where τph is cavity photon full lifetime, τint is intrinsic cavity loss lifetime (inverse to the 
intrinsic loss rate in the cavity), τcpl is the cavity outcoupling time (inverse to the outcou-
pling rate to the waveguide), and A is the absorption rate. Then the switching energy Uswitch 
at the input can be estimated as U I /switch switchτ η= , where τ is the laser pulse duration.

Slow light in a PC waveguide enhances nonlinearity of the material used to fabricate 
the PC structure since slowing down is equivalent to increasing intensity. A number of 
groups reported on application of the slow light in a PC waveguide for optical switching. 
However, the size of these devices is rather large, of the order of 1 mm, similar to Mach–
Zehnder interferometers with a nonlinear arm.

One more approach to an all-optical switching device is presented in Figure 10.11. 
Here, a number of microring resonators are coupled and a three-port system is organized 

Figure 10.11  All-optical switching using a fifth-order coupled microring silicon resonator. 
(a) Scanning electron image of the device. (b) Switching operation. The red curve represents drop-
port transmission spectrum, the black curve shows through-port transmission, and the blue curve 
is the drop-port transmission spectrum under optical excitation (“switch-on” state).  Reprinted by 
permission from Macmillan Publishers Ltd.; Vlasov et al. (2008).
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using waveguides. The circuit is developed on a silicon wafer. The authors used silicon-
on-insulator 200 mm wafers with a 2 mm buried oxide layer and a thin silicon layer of 
thickness 226 nm on a standard CMOS fabrication line.

Radiation coming from the input port goes either into the “through” port or “drop” 
port, depending on coupling between microrings. Thus, a device serves as a router rather 
than a simple switching modulator. Every ring resonator has diameter about 10 µm, i.e., 
similar to the single microring device shown in Figure 10.8. Appropriate apodization of 
the coupling coefficients between neighboring high Q-factor microrings results in a flat-
top pass band at the drop-port with amplitude ripples <0.5 dB. When laser pulse radiation 
is applied, pass bands feature fast shift to shorter wavelengths with increasing pump laser 
power, as is expected for the free carrier plasma-dispersion effect in silicon. The required 
concentration of laser-induced free carriers is 1019 cm–3 when a single ring is illuminated 
and drops to 1018 cm–3 when two rings are excited. The observed switching time of 2 ns 
is longer than the carrier recombination lifetime (about 0.5 ns), and is attributed to the 
intrinsic optical response of the switch defined by the cavity design.

10.4	 Challenges And Outlook

In microelectronics, progress in Si-platform-based miniaturization has resulted in unprec-
edented growth of integration level, with doubling of the number of components per unit 
area every two years (Moore’s law) over several decades. Progress in technology suggests 
downscaling to 10–20 nm until quantum size phenomena and tunneling alter the compo-
nents’ functionality significantly. Then a new generation of electronic components exploit-
ing size-dependent electronic properties can be foreseen.

There is also a trend toward integrated optical components known as photonic inte-
grated circuitry. Here, the principal building blocks are (1) active components: lasers, opti-
cal amplifiers, modulators, routers, detectors; and (2) passive components: waveguides, 
couplers, splitters, filters, demultiplexers. There has been a pronounced tendency over the 
last two decades toward higher integration of components within the InP platform. InP 
is the basic material for lasers used in optical communication and therefore other compo-
nents should be technologically compatible with InP lasers. The highest number of ele-
ments per photonic chip has reached a few hundred. Along with the general trend toward 
miniaturization, photonic integrated circuitry meets the desire to minimize the number 
of expensive and power-consuming optical-to-electronic-to-optical conversions by signal 
processing in the optical components.

Silicon photonics technology has also become a very active trend in research toward 
photonic integrated circuitry. The silicon platform offers most of the functionalities avail-
able with InP except for lasers and amplifiers. However, the Si-based approach promises 
lower costs because of compatibility with CMOS technology.

The PC paradigm paves a way to efficient integration of multiple photonic components 
by using 2D periodic structures obtained by templated etching within the engineering rate 
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attainable in modern microelectronics. Most of the examples in this chapter were based 
on Si technology; however, InP-based structures are also the subject of active research. 
Successful reports on waveguides, splitters, demultiplexers, and couplers reviewed in this 
chapter, along with progress in compact lasers using PCs (see Chapter 9), form a solid 
basis for higher integration levels. Here, modulators seem to be a bottleneck toward higher 
miniaturization.

In Europe, the two major photonic integration technologies are supported through the 
two organizations: Joint European Platform for Photonic Integration of Components 
and Circuits (JePPIX) for InP-based integration technology,1 and the European Silicon 
Photonics Alliance (ePIXfab),2 which promote the science, technology, and application 
of silicon photonics. These organizations provide open access for research purposes to 
a relatively mature integration technology: the JePPIX platform to the InP-based inte-
gration technology of the COBRA Institute of the Technical University in Eindhoven, 
and later also the platform technologies of Oclaro and Fraunhofer HHI, the ePIXfab 
platform to the SOI technology at IMEC and LETI. Access to technologies is provided 
through multi-project wafer runs, a well-known approach in microelectronics, nowadays 
being extended to photonics.

Nevertheless, even successful commercialization of PC-based integrated components 
cannot bridge the existing fundamental gap between electronic and optical length scales. 
Each of these scales is defined by the relevant wavelength, i.e., the 10 nm scale inherent 
in electronics and 103 nm scale in photonics. Here, nanoplasmonics is believed to pave the 
way toward subwavelength light manipulation owing to extreme spatial concentration of 
radiation beyond the diffraction limit.

Conclusion

•	 Lightwave confinement in PCs and microcavities allows guiding, coupling, splitting, 
demultiplexing, and switching. Guiding occurs by means of multiple scattering in peri-
odic structures with defects, and coupling is performed essentially by tunneling of the 
evanescent field. There are a number of successful demonstrations of various photonic 
components based on these principles, but only at the research level rather than com-
mercial scale. These components combined with small semiconductor lasers integrated 
with PCs and with semiconductor photodetectors form a generic integration technology 
in photonics.

•	 Regretfully, photonics cannot offer today the integrity and scaling comparable to its 
microelectronic counterparts. There are basic limits related to operational principles of 
lasers, waveguiding, and optical switching. Optical switching/modulation represents a 

1	See the website www.JePPIX.eu (accessed January 7, 2018).
2	See the website www.epixfab.eu (accessed January 7, 2018).
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major bottleneck in photonic component integration and miniaturization. High-speed 
efficient Mach–Zehnder interferometers have lengths of the order of 1 cm (!). Microdisk-
based switches are downsized to the order of 10–20 µm, which is still not a reason to 
refer to these devices as components of nanophotonics. PC microcavity-based switches 
are a few micrometers in size, which is the smallest among the suggested designs.

•	 Since switching/modulator design seems to be the major bottleneck in integrated pho-
tonics, new ideas and paradigms are necessary in this area. Nowadays, plasmonics is con-
sidered to offer a possible alternative to the traditional light confinement approaches. In 
plasmonics, development of the specific modes featuring very high wave numbers (and 
thus very short wavelength) offers a way to subwavelength confinement of light.

•	 One can speak also about possible development of light sources which do not use optical 
feedback and thus can operate without a cavity or a grating. Such sources can probably be 
foreseen based on single quantum dot emitters whose efficiency is enhanced by plasmonics.

Problems

10.1	 Explain principles of light guiding in PCs. What is the propagation speed in a PC 
waveguide compared to a continuous medium?

10.2	 Recall physical phenomena that can be used to develop an optical switch.
10.3	 Consider advantages and disadvantages of population-induced electro-optical and 

all-optical switching principles versus population-independent counterparts.
10.4	 Explain why a cavity can downsize a phase-sensitive photonic element only at the 

expense of a slower operating rate.
10.5	 Explain why cavity-based switches and modulators need much smaller changes in 

refractive index compared to Mach–Zehnder devices.
10.6	 Explain why a cavity and a PC waveguide enhance optical nonlinearity.
10.7	 Explain why enhanced recombination rate of electron–hole pairs in a microcavity 

does not result in operation rate enhancement.

Further reading
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  11.1     WHAT CAN NANOPHOTONICS SUGGEST FOR PHOTOVOLTAICS? 

        11.1.1     Photovoltaics versus traditional electric power sources 

 The sun delivers to the earth surface approximately 1000 W of radiation energy per square 
meter. In the upper atmosphere layers the original sunlight spectrum can be reasonably fi tted 
by the black body radiation spectrum described by the Planck formula for temperature about 
5250 K. At the earth surface it changes and has the distribution shown in  Figure 5.3 . To 
become widespread as traditional electric energy sources, photovoltaics must offer the energy 
at a price comparable to the current prices for electric power (less than US$0.1 per kWh) or, 
better, much cheaper, since photovoltaics has to compete with well-developed power gen-
eration and delivery systems with well-organized service and maintenance infrastructures. 
Therefore it is reasonable to consider the current status of photovoltaics in the context of 
cost competitiveness and appeal for customers. The average photovoltaic module cost per 
square meter, the sun radiation intensity, and the power conversion effi ciency defi ne the cost 
per 1 W of peak power. Taking into account daily and seasonal radiance fl ux changes, service 
costs, etc., the cost of 1 kWh is usually estimated as 10% of the module cost per 1 W of peak 

 Photovoltaics 

            Photovoltaics, to become comparable in scale with other electric energy sources, should offer 

either cheaper or more effi cient solar cells compared to their current level. Physical properties 

of nanostructures offer certain means to pursue both of these options. First, nanostructures 

offer fl exibility in band gap engineering, which is very important in the context of fi tting the 

solar spectrum in the optimal way. Second, colloidal quantum dots allow for a cheap produc-

tion process, contrary to their monocrystalline counterparts. Third, quantum dots feature car-

rier multiplication under certain conditions, thus allowing overtaking the fundamental limit 

set by the assumption of a maximum of a single electron–hole pair created by every photon. 

This allows for internal quantum effi ciency to exceed 100%. Additionally, plasmonics sug-

gests enhancement in solar radiation absorption, which is crucial for cheap thin-fi lm solar 

cells. Finally, bioinspired antirefl ection surface structure using the photonic crystal approach 

may additionally increase solar cell power conversion effi ciency. The above phenomena and 

the fi rst results of their implementation are discussed in this chapter. 
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power measured for the standard radiation spectrum (known as Reference AM 1.5 Spectra 
or AM1.5 Solar Spectrum). Figure 11.1(a) shows the current status and the desire for photo-
voltaics in the context of cost. Current technology offers the cost at about US$0.1 per kWh; 
this situation is referred to as “grid parity,” but, as was mentioned above, to compete with or 
substitute for the traditional electric energy sources the price for solar energy conversion has 
to be reduced. This is marked as “next-generation technologies” in the figure and is shaded 
light blue. This need can be met either by making photovoltaic cells cheaper or making them 
more efficient. Using nanostructures in photovoltaics is therefore an area to be examined in 
the context of these two parameters.

11.1.2	The ultimate ef�ciency of solar energy conversion

The sun spectrum defines ultimate efficiency limits for radiation energy conversion into 
electric power. When using semiconductor material, only photons with energy hν exceeding 
the band gap Eg will be absorbed. Thus it is reasonable to use narrow-gap semiconductors 
to consume the greater portion of the solar spectrum. In an ideal case every absorbed 

Figure 11.1  Photovoltaic conversion efficiency and cost issues. (a) Relationship between power 
conversion efficiency, module area costs, and cost per peak watt, Wp (in $/Wp) for 1000 W/m2 
solar radiation intensity. Adapted with permission from Beard et al. (2014), copyright Macmillan 
Publishers Ltd. (b) The fundamental Shockley–Queisser limit versus semiconductor band gap 
energy (red) under the assumption that every absorbed photon gives one (M = 1) electron–hole 
pair and its modification for two electron–hole pairs per photon (M = 2) and for the ultimate limit 
of maximal possible multiplication for the solar spectrum (Mmax). Adapted from Nozik (2008), 
with permission from Elsevier.
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11.3	 REMOVING REFLECTIONS WITH PERIODIC STRUCTURES

In 1973 P. Clapham and and M. Hutley at Physical Laboratory in Teddington (UK) ingen-
iously suggested that the regular submicron surface structure of many nocturnal insects’ eyes 
may be evolutionarily designed to minimize reflection (Clapham and Hutley 1973). They 
fabricated a periodic two-dimensional array on a glass surface using a pattern developed 
on photoresist by means of laser beam interference, and found remarkable reduction of 
Fresnel reflection from 5.5% to 0.2%. This biomimetic approach has been further elaborated 
in detail (Wilson and Hutley 1982) and lately has merged with the photonic crystal para-
digm. It is widely used as an efficient antireflection design, first in research on photovoltaics.

Semiconductor crystals used in photovoltaics feature reflection coefficients exceed-
ing 20% and growing to over 30% in the blue because of the high refractive index (see 
Table 4.2). The traditional approach to antireflective coating is a single layer of a material 
with refractive index

	 n= n n ,1 2 	 (11.1)

where n1 and n2 are refractive indices of interfacing materials (media). This approach 
works only for the band of the order of 100 nm centered at n d/ (4 ),=λ  where d is the 
layer thickness. It is not possible to compensate for reflection in a wide range even for the 
glass–air interface with a relative small refractive index step. For example, taking the cen-
tral wavelength in the green for the glass–air interface in a photocamera results in a pink 
coloring of a lens since reflection in the red and the blue remains uncompensated. The 
situation is much more dramatic with a semiconductor–air interface. Using traditional 
single-layer antireflective coating with a material having refractive index between a semi-
conductor and air values does not provide an antireflective function in the whole operat-
ing range. Usually an antireflective layer is designed to remove reflectance in the range of 
maximal cell response, around 800–900 nm, whereas growing reflectance in the green and 
blue remains uncompensated. For example, using silicon nitride coating on silicon enables 
compensating for reflection in the range 600–900 nm, whereas reflection in the green–blue 
range progressively grows from 5% to 50% with descending wavelength.

Here, the “moth eye” solution was shown to be efficient. An example of its efficiency for 
the Si–air interface is shown in Figure 11.7. The pillar periodic structure drops reflection 
by a factor of ten, and even more over the range of more than 1000 nm! Regular pillars can 
be developed by etching with the pattern formed by various approaches: (1) using interfer-
ence of beams on a photoresist; (2) using colloidal self-organized globules as a template 
for etching, so-called colloidal lithography; (3) using nanoporous alumina plate, which in 
turn is developed by template-free self-organized electrochemical processing. Pillars of 
ZnO can also be grown directly on a semiconductor surface and have been successfully 
demonstrated for InGaN (Lin et al. 2011). There are a number of reports of successful 
applications of the moth-eye design for surfaces of Si (Sun et al. 2008), GaAs (Yu et al. 
2009), and GaSb (Min et al. 2008b).
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11.4	 INCREASING ABSORPTION WITH METAL NANOSTRUCTURES

The remarkable properties of metal nanostructures to enhance local amplitude of incident 
electromagnetic radiation is believed to be useful for enhancement of optical absorption 
for solar radiation, especially in the range where, for example, silicon cell features low 
absorption because of the indirect character of transitions (wavelength about 1000 nm). 
The phenomenon occurs in close vicinity to the metal nanotextured surface (50 nm or less) 
in the spectral range where metal nanostructure features high extinction (sum of absorp-
tion and scattering) as was discussed in detail in Section 4.7 (Figure 4.34). It is considered 
to be especially efficient in thin-film cells. For example, a 2 µm-thick silicon film is missing 
a valuable portion of the longwave solar spectrum (Figure 11.8).

However, it should be noted that implementation in solar cells is not so easy. First, 
incident field enhancement occurs in a very small portion of space near a metal particle; 
second, it is wavelength-dependent; and third, metal proximity brings inevitable losses 
from intrinsic metal absorption as well as because of metal-induced recombination rate 
enhancement negatively affecting charge separation efficiency. Nevertheless, there are a 
number of early promising reports on plasmonic enhancement of solar cell performance. 
Pryce et al. (2010) achieved three-fold enhancement of a 200 nm-thick InGaN cell in the 
range 350–400 nm with silver nanoparticles that has resulted in 6% overall enhancement of 
photocurrent for the solar spectrum. Kholmicheva et al. (2014) reported on 12.5% power 
conversion efficiency improvement for PbS colloidal solar cells with 5 nm gold nanoparti-
cles. There are many other reports which, however, are related to cheap solution-processed 

Figure 11.7  Bioinspired moth-eye design of antireflective surface treatment of a silicon wafer.  
(a) Electron microscopy image of the pillar silicon surface developed by templated etching.  
(b) Calculated and measured reflectance from the plane silicon wafer and etched pillar structure. 
Note change in the vertical scale for wafer and pillars in panel (b). Reprinted from Min et al. 
(2008a), with permission from John Wiley and Sons. Copyright © 2008 WILEY-VCH Verlag 
GmbH & Co. KGaA, Weinheim.
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cells with low intrinsic efficiency below 10% (Arinze et al. 2016). There seems to be a lack 
of data on the positive effect of metal nanostructures on highly efficient semiconductor 
crystalline solar cells, probably because of unwanted effects on charge transport processes.

11.5	 CHALLENGES AND OUTLOOK

According to the National Renewable Energy Laboratory data on progress in power con-
version efficiency of solar cells, quantum dot cells represent a rapidly growing trend with 
the highest rate of improvement, namely 13 times in 12 years from 1% in 2005 to 13% in 
2017 (Figure 11.9). This rapid efficiency improvement competes with that of solar cells 
based on perovskites and organic ones, whereas more traditional Si- and GaAs-based cells 
demonstrated only incremental progress in efficiency. In the two possible paths toward 
higher competiveness of solar cells – higher efficiency and lower price – colloidal quantum 
dot solar cells should be explored in the context of the lower-price approach rather than 
the high-efficiency one. They have well-defined favorable physical characteristics (band 
gap tuning, multiple exciton generation, antireflective solutions, plasmonic enhancement 
of absorption) that suggest successful progress toward cheap nanostructured solar cells, 
but a lot of research is still required to push nanostructured solar cells to the market.

However, as often happens, favorable physical processes of nanostructures exist 
alongside less favorable ones. For example, MEG needs lower band gap materials and 

Figure 11.8  AM1.5 solar spectrum, together with a graph that indicates the solar energy absorbed 
in a 2 μm-thick crystalline Si film (assuming single-pass absorption and no reflection). Clearly, 
a large fraction of the incident light in the spectral range 600–1100 nm is not absorbed in a thin 
crystalline Si solar cell. Reprinted with permission from Macmillan Publishers Ltd.; Atwater and 
Polman (2010).
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strict energy conservation conditions; development of an antireflective surface structure 
can deteriorate IQE through undesirable surface defects; and metal nanoparticles used to 
enhance absorption by means of local incident field enhancement bring additional losses 
from their intrinsic absorption of solar radiation. The currently dominating lead salts used 
as colloidal solar cell materials will probably be replaced by ternary compounds to exclude 
the toxic Pb content in mass production. Therefore, nanophotonics for photovoltaics will 
be an active field of research in the future decade and probably will bring cheap colloidal 
solar cells to the market.

Conclusion

Nanostructures have not had a strong impact on photovoltaics to date, but nanopho-
tonics is seen as a field that can contribute to commercial solar cell improvement in the 
near future. There are several ways nanostructures can be involved in photovoltaics. First, 
colloidal thin-film solar cells with tunable absorption spectrum and MEG can be used to 
develop cheap cells with efficiency of the order of 10% or more. Colloidal quantum dot 
solar cells offer the solar cell research sector the most improvement in efficiency compared 
to other cells during last decade. Second, metal nanostructures can be used to increase 
thin-film solar cells efficiency by increasing the portion of solar energy absorbed by a cell 
near the absorption onset. This is a field of very active research. Third, periodic nano-
structures on top of a solar cell are efficient in their antireflection effect across a wide 
spectral range, which is not possible with a multilayer design. The challenges are to bring 
nanostructure-based solar cells from the research to the industrial level. Most probably, 
nanostructures will mainly contribute to progress in cheap cells with moderate efficiency 
for massive applications in daily life.

Figure 11.9  Progress in power 
conversion efficiency of research-grade 
colloidal quantum dot solar cells 
according to NREL (2017) data.
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  12.1     COLLOIDAL TECHNOLOGICAL PLATFORM 

       The core of the colloidal nanophotonics   platform is formed by the quantum confi nement 
phenomena in solution-processed nanocrystals of semiconductor compounds (see  Section 
3.5 ). For many decades, semiconductor nanocrystals have been used unintentionally in 
color cutoff  fi lters and have been the subject of academic studies in solutions, includ-
ing photophysical and photochemical processes. This period is labeled in   Figure 12.1  as 
the “pre-quantum period.” It was followed by a burst of activity in the 1980s when two 
groups identifi ed systematic size-dependent optical properties of nanocrystals in glasses 
(Ekimov and Onushchenko  1981 ,  1984 ) and in solutions (Brus  1983 ). At the same time, 
Efros and Efros ( 1982 ) suggested the simple particle-in-a-box approach model that has 
been improved by accounting for electron–hole Coulomb interaction (Brus  1984 ; also see 
 Box 3.2 ). These ideas triggered the new fi eld of photonics, which has resulted in the emer-
gence of new technological platforms. The role of quantum confi nement effects has been 
identifi ed in commercial color glass cutoff  fi lters (Borelli et al.  1987 ; Zimin et al.  1990 ).  

 Since this time, colloidal nanophotonics have become a mature fi eld of research and 
development. In the context of materials used, CdSe, CdTe, CdS, InP, and PbS, PbSe, 
dominated, with II–VI and III–V     ones considered as promising compounds for visibly 
emitting devices and lead salts looking important for infrared (IR) applications. Hg salts 
have also been involved as IR materials. Recently, this list has been complemented by 

 Emerging nanophotonics 

         In this chapter a number of challenging trends in modern nanophotonics are highlighted that 

can be traced based on extensive research during the last decades. These are the colloidal 

technological platform, nanoplasmonics to enhance light–matter interaction, novel optical 

sensors based on nanostructures, advances toward the silicon photonic platform, negative 

refractive index materials, and single photon emitters. These novel trends and ideas, when 

seen together, provide a defi nite forecast for new exciting devices and systems to appear in 

the next decades and present nanophotonics as an extremely active and promising fi eld of 

research and development. 
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unexpected but already extensive studies of carbon dot (Reckmeier et al. 2016) and per-
ovskite (Docampo and Bein 2016; Gonzalez-Carrero et al. 2016) nanocrystals. This is 
shown in Figure 12.1 in the “Materials” line. Perovskites nanocrystals feature well-defined 
size-dependent absorption and emission spectra, high quantum yield, and lasing under 
optical excitation (Figure 12.2).

In the context of nanocrystalline structures, there are a few important steps to be out-
lined. The first experiments with as-grown or capped nanocrystals in solutions were fol-
lowed by core–shell structures with high quantum yield and multiple or gradient shells 
for higher photostability. In 1995 the important notion of quantum dot solids was coined 
by M. Bawendi and co-workers (Murray et al. 1995), and evolution from individual to 
collective electron states was demonstrated (Artemyev et al. 1999). These ideas served as 
important prerequisites for research toward quantum dot-based photodetectors. Lately, 
colloidal quantum dots have been complemented by nanoplatelets representing a colloi-
dal counterpart to epitaxial quantum wells in double heterostructures, with an important 
advantage of stronger electron–hole coupling owing to interaction via ambient polymer 
material with low dielectric permittivity (Achtstein et al. 2012). Within a few years, nan-
oplatelets were found to feature strong efficient luminescence, strong electroabsorptive 
behavior, and optical gain (Achtstein et al. 2014; Guzelturk et al. 2014b).

Soon after 2000, colloidal quantum dots in solutions became available as a commercial 
product (Quantum Dot Corporation, QD Vision, Evidot, Sigma-Aldrich) and a decade 
afterwards several companies announced their application as color-converting phosphors 
in handheld tablets, cell phones, and TV sets (e.g., Sony, Samsung). These decisive events 

Figure 12.1  Timeline diagram of colloidal quantum dot research and development.
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are indicative of the emerging technology platform and are shown in Figure 12.1 by the 
two color boxes.

Many groups over the world continue to work on elaboration of various photonic 
devices based on colloidal quantum dots. For colloidal photovoltaics the idea of multi- 
exciton generation (MEG) was of crucial importance (Schaller and Klimov 2004; Ellingson 
et al. 2005), as has been the approach to use quantum dot sensitizers for light harvesting 
(Kamat 2008).

Figure 12.2  Perovskite colloidal quantum dots: novel light-emitting nanostructures. Data 
for cesium lead halide perovskite nanocrystals are presented: (a) stable dispersions in toluene 
under excitation by an ultraviolet lamp (365 nm); (b) low- and high-resolution transmission 
electron microscopy images of CsPbBr3 NCs, corresponding scale bars are 100 and 5 nm; (c) 
photoluminescence emission spectra of the solutions shown in (a); (d) optical absorption and 
photoluminescence spectra of a CsPbBr3 nanocrystalline film; (e) spectral tunability of amplified 
spontaneous emission via compositional modulation. Reprinted from Yakunin et al. (2015) under 
CCA 4.0 International License.
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Optical gain for nanocrystals in glasses was first observed by V. Klimov and co-workers 
in 1991 at Moscow State University and confirmed by several groups, but the undesirable 
Auger recombination prevented development of reliable laser sources. A decade ago, the 
ingenious idea of single-exciton optical gain in type II quantum dots advanced by Klimov 
et al. (2007) made optically pumped multicolor lasing with colloidal quantum dots a reality.

The history of colloidal quantum dot LEDs dates back to 1994 (Colvin et al. 1994) 
and is marked by remarkable progress owing to multi-shell and gradient shell structures 
improving photostability (Su et al. 2016 and references therein).

Recently discovered perovskite nanocrystals and II–VI nanoplatelets have been imme-
diately identified as laser materials. Optical gain and luminescence band narrowing as a 
lasing prerequisite have been observed (Wang et al. 2015; Yakunin et al. 2015).

BOX 12.1  SCIENTISTS SHAPING THE FUTURE OF COLLOIDAL PHOTONICS

Initiated by A. Ekimov, A. Efros, and L. Brus in the 1980s, photophysics of colloidal nanos-
tructures exhibiting quantum size effects evolved into a mature field of research and devel-
opment, resulting in existing and emerging applications in TV sets, tablets, LEDs, solar cells, 
lasers, and photodetectors. A number of teams headed by outstanding leaders are today 
shaping the future of the colloidal technological platform in photonics. Here, a few of them 
are presented and many are working with and around them in different countries.

A. P. Alivisatos M. Bawendi V. Klimov P. Kamat

A. Nozik A. Rogach D. Talapin N. Halas
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12.1  Colloidal technological platform 385

In many cases the device performance with colloidal quantum dots as the core compo-
nents can be further improved using metal colloidal nanoparticles, which bring a realm 
of plasmonic phenomena into action. This is shown in a separate column in Table 12.1 
and will be the subject of Section 12.2. In certain cases, colloidal dielectric particles can 
be used. These are important for solar cells (e.g., TiO2, ZnO nanoparticles) and are also 
shown in a column in Table 12.1.

Colloidal dielectric nanostructures of a few hundred nanometers in size can be fur-
ther involved in devices as photonic crystals (PCs) (see Section 4.3). Various chemical 
techniques can readily form luminescent molecules (Petrov et al. 1998), quantum dots 
(Gaponenko et al. 1998), and rare earth ions (Gaponenko 2001). Dielectric microcavi-
ties with embedded emitters, templates for plasmonics nanostructures (Figure 12.3), and 
masks for lithography to develop subwavelength periodic patterns can be implemented 
with dielectric colloidal structures as well.

Various applications of colloidal nanocrystals to LEDs, lasers, and solar cells can be 
seen in Chapters 8, 9, and 11. Therefore, in what follows we briefly discuss the photodetec-
tor issue, which has not been covered hitherto.

Colloidal quantum dot photodetectors have become a field of extensive research as a 
promising novel sensing platform for high-sensitivity, low-cost photodetectors from the 
ultraviolet (UV) to the shortwave and mid-IR spectrum. Its concept is essentially based on 
quantum dot solids with controllable spacing between dots provided by inorganic ligands. 
Inorganic ligands typically provide colloidal stability in polar solvents, which is needed for 
solution-based fabrication of electronic and optoelectronic devices. At the same time, inor-
ganic ligands do not block electron transport, enabling efficient solution-processed photode-
tectors. Ligands could form conductive “bridges” between NCs to facilitate charge transport. 
Sometimes, ligand change from organic to inorganic is performed during synthesis.

Figure 12.3  Gold-coated periodic arrangement of 250 nm silica spheres (a colloidal crystal layer), 
a template for surface enhanced spectroscopy (fluorescence and Raman scattering) and colloidal 
nanolithography.
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Figure 12.4 shows the structure and the performance of a photodetector based on a CdSe/
CdS colloidal quantum dot solid with nanocrystals capped with In2Se4

2–. The energy-level 
diagram (Figure 12.4(b)) shows easy transport of photogenerated electrons between the 
nanocrystals, whereas holes are confined within CdSe cores. The combination of highly 
mobile electrons and trapped holes provides high internal photoconductive gain. The detec-
tor responsivity (signal current per input radiation power, A/W) depends on applied voltage 

Figure 12.4  Charge transport and photoconductivity in CdSe/CdS core–shell nanocrystal films. 
(a) Device structure. (b) Energy-level offsets in CdSe cores and CdS shells. (c) Responsivity 
measured at 200 mV bias (red circles) compared to the absorption spectrum (blue). Inset: I–V 
characteristics measured in the dark and under illumination with 450 nm light, 0.75 mW/cm2. 
(d) Responsivity of a 60 nm-thick layer of In2Se4

2–-capped CdSe/CdS core–shell nanocrystals with 
2.9 nm CdSe cores and 2.6 nm-thick CdS shells at different wavelengths measured at 5 Hz light 
modulation frequency. (e) Frequency dependence of the normalized detectivity D*, measured 
under 21 V for a device using In2Se4

2–-capped CdSe/CdS core–shell nanocrystals. The 3 dB 
bandwidth is 0.4 kHz. Reprinted by permission from Macmillan Publishers Ltd.; Lee et al. (2011).
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12.1  Colloidal technological platform 387

and correlates remarkably with the absorption spectrum. Photodetectors feature specific 
detectivity D* > 1013 Jones (see Box 12.2 for detail, and Nudelman [1962] for an introduc-
tion to photodetector characterization). The approach does not require high processing 
temperatures and can be extended to different nanocrystals and inorganic surface ligands.

For various applications, near-IR and mid-IR detectors are used, which are made 
of cooled monocrystalline semiconductors and are very expensive. A highly sensitive 
night-vision camera can cost US$50,000. Colloidal nanocrystals look promising for cheap 
IR detectors. For nanocrystal-based detectors, either gapless or narrow-band semicon-
ductor compounds (like HgS, HgTe, PbS, or PbSe) should be used. Konstantatos and 
Sargent (2009) reported on a PbSe-based detector with a spectral response in the range 
800–1500 nm and peak normalized detectivity D* = 2 · 1013 Jones. To go deeper in the IR, 
Deng et al. (2014) suggested intraband HgSe detectors using photoinduced current within 
discrete electron states in the c-band. A spectral response in the range 3.3–5 µm has been 
obtained, though the absolute sensitivity data are not provided.

In Section 4.7 we saw that metal nanoparticles feature a strong incident local field 
enhancement, the spectral range of enhancement correlating with the extinction spectrum. 
The latter in turn can be tuned to longer wavelengths by means of nanoparticle size and 
shape. An elongated shape shifts the extinction spectrum to the longer wavelengths. Chen 

BOX 12.2  PHOTODETECTOR SENSITIVITY

At first glance, a photodetector responsivity R (ampere/watt) measured as current, I, per unit 
input radiation power, W, can serve as the principal characteristic of any detector. However, 
detection of impinging external radiation is possible only if radiation-induced current I exceeds 
the noise current, Inoise, i.e., if signal-to-noise ratio (SNR),

SNR R
W

I
,

noise

=

is more than 1. The related power figure of merit is noise equivalent power, 
I

R
NEP .noise=  

When impinging radiation power equals NEP, the SNR equals unity. A detector is described by 

detectivity, D = 1/(NEP) measured in W–1. NEP describes a device but not the material it is made 
of. NEP is proportional to (SΔf )1/2, where S is a detector surface and Δf is its frequency band-
width. To characterize a detector material property, specific detectivity D* (also referred to as 
normalized detectivity) is the figure of merit. It reads:

D D S f S f / (NEP)* = ∆ = ∆

and the relevant unit is termed Jones after R. C. Jones, who introduced this parameter in 1953. 
1 Jones = cm · Hz1/2 · W–1.
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et al. (2014) suggested that elongated Au nanoparticle (nanorods) would enhance incident 
local radiation intensity for near-IR and proposed using this effect to achieve higher pho-
todetector sensitivity owing to stronger radiation absorption. These authors successfully 
implemented the approach in a HgTe quantum dot-based photodetector (Figure 12.5). 
The metal-induced enhancement factor was more than two-fold.

It is important that the colloidal paradigm allows for the problem of lattice matching in epi-
taxial growth to be completely eliminated. Thus, colloidal light emitters and detectors can be 
integrated with other technological platforms; primarily, this is important for Si-based circuitry.

12.2	 NANOPLASMONICS

Plasmonic phenomena do not constitute a technological platform since these cannot sug-
gest novel devices. However, plasmonic phenomena essentially alter the properties of pho-
tonic devices resulting from enhanced light–matter interaction promoted by proximity of 
a metal. Additionally, plasmonics offer a way to possible miniaturization of waveguiding 
components and cavities owing to the shorter wavelength inherent in surface plasmon polar-
itons. Therefore, step by step, plasmonics can contribute to advanced lasers, LEDs, sensors, 
and photodetectors, as well as to optical circuitry in data transfer/routing/switching. In this 
section we highlight the impact of plasmonics on nanophotonic devices development.

12.2.1	 Enhancement of light–matter interaction

In Section 4.7 we saw that metal nanostructure enhances drastically incident electromag-
netic radiation in the spectral range corresponding to noticeable extinction (absorption plus 
scattering). At the same time, proximity of metal nanotextured surfaces promotes higher 

Figure 12.5  Infrared HgTe quantum dot-based photodetector with Au nanorods to enhance 
detectivity owing to the plasmonic effect of incident field enhancement. (a) The design; (b) Au 
nanorods SEM image; (c) detectivity with and without nanorods. Reprinted with permission from 
Chen et al. (2014). Copyright 2014 American Chemical Society.
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12.2  Nanoplasmonics 389

density of photon states (DOS) and faster nonradiative and radiative dissipation of energy 
stored in an excited quantum system (atom, molecule, quantum dot, and even microme-
ter-size crystallites). These effects essentially modify light–matter interaction, including 
absorption, emission, and scattering of light, as well as a photonic device response time. 
Intensity-dependent nonlinear processes (lasing, absorption saturation, second and higher 
harmonics generation, photochemical and photothermal processes) will be affected as 
well. This is shown in Table 12.2, where positive and negative impacts of metal nanostruc-
tures are summarized for different processes. Consider these effects in more detail.

Table 12.2  Plasmonic enhancement of light–matter interaction and its possible effects on 
device performance

Photoprocess

Plasmonic effect

Local field 
enhancement

Density of states 
(radiative decay 
rate) enhancement

Nonradiative 
rate 
enhancement

1. Scattering (elastic, inelastic, i.e., Raman and 
Mandelstam–Brillouin)

+ + 0

2. Photoluminescence + + −

3. Electroluminescence (intensity) 0 + −

4. Electroluminescence (modulation rate) 0 + +

5. Photovoltaics + − −

6. Photoinduced processes (e.g., photoionization) + − −

7. Photostability − + +

8. Photodetector (sensitivity) + − −

9. Photodetector (response rate) 0 + +

10. Photothermal action + − +

11. Nonlinear optics: second harmonic generation + 0 0

12. Nonlinear: absorption saturation + − −

13. Nonlinear: lasing threshold decrease + − −

Note: “+” positive influence; “–” negative influence; “0” no effect.
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1.	 Scattering All scattering phenomena in optics will be necessarily enhanced by plas-
monic structures. First, scattering is proportional to the incident radiation intensity that 
is enhanced, and second, scattering in quantum optics is viewed as the result of virtual 
excitation of a quantum system and subsequent prompt (without time delay) emission of 
a new photon with the same (elastic scattering) or shifted (inelastic scattering) frequency. 
Photon emission into a mode with frequency ω is directly proportional to the density of 
photon states D(ω) similar to spontaneous emission of photons by an excited quantum 
system (see Gaponenko (2010) and Gaponenko and Guzatov (2009) for more detail). Since 
the scattering process occurs via virtual excitation, it goes instantaneously and the known 
nonradiative decay enhancement by metal nanostructures has no effect.

2.	 Photoluminescence has two promoting factors and one quenching factor. It can be 
enhanced under certain conditions when incident field enhancement promoting higher 
excitation rate is not overcome by nonradiative decay enhancement, resulting in quench-
ing. We showed in Section 5.9 that under certain conditions considerable gain in pho-
toluminescence intensity can be obtained up to 103 times for emitters with low intrinsic 
quantum yield. A representative example of  30-fold enhancement is presented in Figure 
12.6.

3.	 Electroluminescence intensity is favored by radiative decay enhancement, which, however, 
competes with luminescence quenching, the incident field enhancement having no effect. 
We have discussed the possibility of  positive radiative/nonradiative processes tradeoff 
to get the net gain in electroluminescence intensity for materials with intrinsic quantum 
efficiency less than 1 (see Section 8.6).

4.	 Electroluminescence modulation rate will always be faster, i.e., modulation performance 
will become better, but special care is to be taken to remain at intensities that are possi-
ble only for materials with intrinsic quantum efficiency less than 1 (see Section 8.6). An 
enhanced modulation rate is important for data transfer using lighting sources (Li-Fi).

5.	 Photovoltaics has only one promoting plasmonic factor, i.e., incident intensity enhance-
ment resulting in stronger radiation absorption. However, the two factors of radiative and 
nonradiative decay enhancement can diminish this positive influence because faster elec-
tron–hole recombination will not allow electrons and holes to be efficiently separated in a 
photovoltaic cell. That is why the reports on positive influence of metal nanoparticles on 
solar cell sensitivity are very rare (see Section 11.4 for detail).

6.	 Photoinduced processes (e.g., photoionization) experience the same effects as photo-
voltaic cells, i.e., promotion from enhanced incident radiation intensity deteriorated 
by the two factors resulting in enhanced excited state decay rate, e.g., electron–
hole recombination rate. The latter forms a bypass to photoinduced processes like 
photoionization.

7.	 Photostability of  quantum dot LEDs and luminophores, as well as that of quantum well 
LEDs, is believed to be deteriorated by high population-induced Auger processes resulting 
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either in nonradiative decay or even in photoionization. All Auger processes are bypassed 
by enhanced decay (recombination) rate, both radiative and nonradiative. Therefore, plas-
monics can enhance photostability of light-emitting devices provided that a reasonable 
balance between radiative and nonradiative decay enhancements can be retained. This 
issue has not been thoroughly examined to date and needs systematic studies since it looks 
promising for improvement of durability of quantum dot-based emitters and prevention 
of efficiency droop at high current for quantum well LEDs.

   8.	 Photodetector sensitivity can be enhanced owing to enhanced absorbance, but is deterio-
rated by the two competing factors resulting in enhanced recombination rate preventing 
efficient charge separation. An example of successful tradeoff of these factors was pre-
sented in Figure 12.5 for a HgTe quantum dot-based photodetector. Another representa-
tive example is using an array of metal nanoparticles (nanoantenna) to generate carriers 
in Schottky photodiodes (Knight et al. 2011).

   9.	 Photodetector response rate (bandwidth) will always be improved by plasmonic effects, but 
often at the expense of lower sensitivity (see above).

10.	 Photothermal action (e.g., in laser medicine or material processing) will be typically 
enhanced by plasmonic effects (two promoting factors versus one deteriorating factor).

Figure 12.6  Enhanced photoluminescence of CdSe/ZnS core–shell quantum dots dispersed in 
a polymer blend on top of a regular Au nanopattern. (a) SEM image of a portion of periodic 
Au pattern consisting of triangular pyramids; (b,c) AFM and SEM images of a single triangle; 
(d) photoluminescence intensity spectra of quantum dots with (red) and without (black) Au 
pyramids; (e) normalized emission spectra with (red) and without (black) metal pattern; (f) video-
image of luminescent CdSe/ZnS quantum dots. The bright central square 100 × 100 µm2 contains 
a metal triangle pattern, whereas the darker area around it does not. Reprinted by permission 
from Macmillan Publishers Ltd.; Pompa et al. (2006).
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11–13.  �Nonlinear phenomena. All nonlinear processes featuring nonlinear dependence on 
incident radiation intensity will be enhanced though absorption saturation and las-
ing may be deteriorated by faster decay times. However, in the case of  absorption 
saturation, the faster Q-switching and more efficient mode-locking will become pos-
sible owing to faster decay (recombination) rates. Enhanced second harmonic gen-
eration was successfully observed in numerous experiments in the 1980s. Absorption 
saturation and lasing influenced by plasmonic phenomena have not been systemat-
ically studied.

12.2.2	 Lightwave confinement beyond the wavelength scale

In addition to the above metal-induced modification of optical and photophysical pro-
cesses, plasmonics promises ultra-dense optical data recording and read-out owing to deep 
subwavelength focusing as well as guiding electromagnetic waves within tapered metal 
structures, well beyond the diffraction limit. Here, the challenging issue is minimizing or 
avoiding undesirable losses. Subwavelength optics with metal nanostructures forms an 
active field of research (Gramotnev and Bozhevolnyi 2010). A transition from classical or 
semi-classical consideration toward quantum plasmonics suggests further interesting phe-
nomena (Törmä and Barnes 2015). The subwavelength scale of light focusing and guiding 
is important for better integration of electronic and optical counterparts in optoelectronic 
chips, which is still rather questionable because of the different wavelength scales for elec-
trons in semiconductors and electromagnetic radiation.

12.3	 SENSORS

Optical properties of nanostructures combined with fine surface chemistry allow for mul-
tiple applications as various sensors based on optical signal detection. These sensors can 
be broken down into at least two big groups. One group is based on recognition of target 
molecules, e.g., antigens in human blood. Another group is based on identification of 
environmental parameters, e.g., the presence of heavy metal atoms, pH level, or refractive 
index of liquids.

12.3.1	 Bioconjugates

The notion of bioconjugate is of principal importance in understanding the prospects 
for colloidal quantum dots as biosensors. Bioconjugate is a colloidal nanocrystal cova-
lently linked to a biomolecule (Figure 12.7(a)). It becomes possible by means of additional 
chemical groups attached to the nanocrystal surface using various strategies, provided that 
the mandatory condition of solubility in water is met. These linking groups also should 
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12.3  Sensors 393

not interfere with capping groups or shells, which are necessary for nanocrystal stabil-
ity, durability, and high photoluminescence yield, since it is the photoluminescence signal 
that is typically used in detection schemes. Chemical aspects of bioconjugate synthesis are 
beyond the scope of this book and can be retrieved from topical reviews (Medintz et al. 
2005; Resch-Genger et al. 2008).

12.3.2	 Fluorescent labels

Fluorescent labeling of biomolecules is widely used in immunoassay analyses. The immu-
noassay approach is based on detection of specific biomolecules called antigens in blood 
serum. Antigens are produced in correlation with development of a malignant tumor in 
a human body and therefore are termed tumor markers. A number of markers have been 
identified for various cancer types and the search for possible new ones is an active field 
of biomedical studies. Antigens are present in healthy organisms but their concentration 
grows significantly in the case of tumors. High antigen concentration cannot offer a pre-
cise diagnosis, but gives a hint to thorough patient examination including biopsy probing. 
Thus, systematic large-scale monitoring of antigens in human blood is a good practice 
to reveal early stages of cancer. Antigens can be recognized by specially synthesized or 
identified molecules called antibodies. In turn, an antibody can be labeled with a small but 
strongly luminescing dye molecule(s) such as fluorescein. Then, antigen concentration can 

Figure 12.7  Quantum dot bioconjugates. (a) Quantum chemical simulation of a CdSe/ZnS core–
shell quantum dot bound to a porphyrin H2P(m-Pyr)4 molecule via an n-trioctylphosphine oxide 
(TOPO) molecule. Courtesy of D. S. Kilin. (b) Photoluminescence intensity of semiconductor 
colloidal nanocrystals in water with different organic compounds under prolonged irradiation by a 
continuous wave laser (5 mW/cm2 at 532 nm).
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be traced in vitro by fluorescence intensity measurements from labeled antibodies linked 
to the antigen.

Quantum dots are considered to be promising fluorescent labels to substitute dyes. This 
idea was advanced in 1998 based on the chemical feasibility and a number of advanta-
geous features of colloidal quantum dots versus dyes (Bruchez et al. 1998; Chan and Nie 
1998). These advantages were discussed in Section 8.2, namely higher photostability, nar-
row emission spectrum, and wide excitation spectrum. High photostability is illustrated 
in Figure 12.7(b). Colloidal nanocrystals exhibit bright emissions for many hours under 
continuous wave (CW) laser irradiation, whereas the organic fluorescent dyes degrade con-
siderably in a few minutes under the same conditions. It allows for lower levels and precise 
concentration detection of emitting nanocrystals in biosolutions. A narrow emission spec-
trum favors higher signal-to-noise values. A wide excitation spectrum allows for a number 
of probes to be excited by the same light source which, along with a narrow emission 
spectrum, allows for multiplexing, i.e., probing of a number of tumor markers in a single 
run using different colors for different antibodies.

Colloidal quantum dot fluorescent labels can also be used in various bioimaging appli-
cations, including in vivo imaging during surgery, where again their luminescent properties 
are very useful.

12.3.3	 Raman labels

Raman scattering is inelastic photon scattering by molecules and solids viewed as virtual 
excitation of a quantum system with immediate emission of another photon whose fre-
quency is either lower or higher than the incident light frequency by the frequency of 
atomic vibrations forming chemical bonds. Atoms in molecules and solids experience con-
tinuous vibrations, with frequency depending on atomic mass and bond strength, similar 
to mass–spring pendulums. Heavier atoms feature lower frequencies. Every molecule and 
solid exhibits a characteristic set of intrinsic vibration frequencies resulting in a character-
istic Raman spectrum, i.e., intensity of scattered light versus detuning from incident light 
frequency, typically presented on a 1/λ [cm–1] scale. The Raman spectrum is considered as 
a “fingerprint” of substances and forms a solid field of analytical spectroscopy. Organic 
molecules and especially biological ones have tens of lines which sometimes are difficult to 
detect and resolve. Semiconductors possess just a few characteristic lines that can be readily 
identified. Therefore, semiconductor nanocrystals linked to antibodies can serve as Raman 
labels in immunoassays. There have been a few attempts to commercialize small organic 
molecules as Raman labels for immunoassay, but without commercial success, mainly 
because of extremely low Raman scattering probability (several orders of magnitude lower 
than luminescence), which results in expensive instrumentation (for Raman spectrometers, 
the price scale is of the order of US$100,000) and qualified personnel. Plasmonics may 
turn the idea of Raman markers into real practice. Molecules and quantum dots adsorbed 
on a nanotextured metal surface or mixed with metal nanoparticles in a solution experience 
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giant enhancement of Raman scattering intensity owing to incident field enhancement and 
local density of states enhancement (see Table 12.2). The phenomenon gained the notation 
SERS (surface enhanced Raman scattering). Experiments demonstrated the possibility of 
single-molecule detection by SERS (Kneipp et al. 2006). Figure 12.8 shows a representa-
tive example of strong enhancement of Raman scattering from colloidal quantum dots 
adsorbed on an Ag-coated substrate (Rumyantseva et al. 2013).

12.3.4	 Plasmonics for fluorescent sensing

In Section 5.9 we saw that metal nanoparticles and nanotextured surface can enhance 
photoluminescence of molecules; the example of nine-fold enhancement of fluorescein 
labeled protein was presented (Figure 5.20). Much higher enhancement can be performed 
with regular nanotextured surfaces (Figure 12.6). In a similar way, the fluorescent signal 
enhancement from antibodies labeled either with organic dyes or with quantum dots can 
be implemented. Therefore, immunofluorescent testers can be made cheaper and more 
compact for routine use in medical practice.

Another example of plasmonics application in fluorescence-based sensing is possibly 
glucose detection (important for people suffering from diabetes) using competitive binding 
of aminophenylboronic acid-functionalized CdSe colloidal quantum dots, either with glu-
cose or with mercaptoglycerol-modified Ag nanoparticles in a solution (Tang et al. 2014). 
Binding with Ag nanoparticles enhances quantum dot fluorescence, whereas binding to 
glucose does not. Therefore, fluorescence intensity falls with increasing glucose concen-
tration. This approach is a clear example of efficient use of both physical and chemical 
techniques in sensor development.

Figure 12.8  Surface enhanced Raman scattering for ZnO colloidal quantum dots on a substrate 
covered with dense Ag nanoparticles with average diameter about 50 nm. (a) substrate image;  
(b) Raman intensity spectrum at excitation by a He–Ne 1 mW laser (632 nm).
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12.3.5	 Plasmonics for Raman sensing

Plasmonic enhancement of Raman scattering can reach 1014 times in certain “hot spots” 
between metal nanoparticles, enabling single-molecule detection in model samples in which 
an extremely low concentration of molecules presents in extremely pure solution, which 
evaporates after molecule adsorption. However, in routine practice the target molecules (say, 
toxic ones in food or water probes) should be detected in the presence of other substances 
that are often unknown. Notably, it is very difficult to enhance Raman scattering selectively 
and typically many species presented in a probe show enhanced scattering. Moreover, flu-
orescent background may also be enhanced. These circumstances create the problem of 
high signal-to-noise ratio along with signal enhancement to ensure enhanced detectivity 
(lower detection level) for a substance in question. The overall signal enhancement allows 
using cheaper detectors but deteriorated signal-to-noise ratio may lead to worse detectivity. 
It is for this reason that SERS techniques have not found commercial applications to date, 
despite being known for several decades (since 1974). Nowadays an approach is followed 
by many groups searching for specific reactions for each analytical problem to make use of 
enhanced Raman signals in plasmonic structures. In this approach, the formation of new 
chemical bond(s) is detected, which for purposeful detection needs just one or a few lines in 
correlation with the specific chemical agent added to the probe. In a sense, this approach is 
similar to the antibody-based technique in biomedicine. The representative examples are as 
follows. A new substrate material comprising a poly(styrene-co-acrylic acid) core covered 
with a highly packed Fe

3O4/Au nanoparticle shell has been proposed as an efficient SERS 
substrate for the detection of ultra-trace amounts of TNT (Mahmoud and Zourob 2013). 
Lignin was introduced to obtain high selectivity of detection due to the proven affinity of 
lignin toward trinitrotoluene (TNT) detection. Antimony detection has been suggested by 
SERS based on binding to phenylfluorone (Panarin et al. 2014). Kulakovich et al. (2016) 
have proposed a SERS approach for detecting bromate (a potentially carcinogenic agent) 
concentration in desalinated drinking water based on catalytic oxidation of Rhodamine 
6 G (R6 G) dye. In this technique, R6 G is added to a water probe and the R6 G Raman 
signature is then detected by SERS using colloidal silver particles. A detection limit well 
below the World Health Organization safety level has been reported.

Plasmonic enhancement of Raman scattering has been used for decades in experiments 
with organic molecules exclusively, whereas inorganic species have not been examined. 
However, it has been shown that inorganic nano- and microcrystallites also experience 
Raman scattering enhancement when mixed with or adsorbed on metal nanoparticles. 
High Raman scattering enhancement for nanocrystals (colloidal quantum dots) has even 
been suggested as a base for Raman markers using bioconjugates (Rumyantseva et al. 
2013). Surprisingly, considerable Raman enhancement with silver or gold nanostructures 
has been observed for micrometer-sized inorganic crystallites in powders in spite of the 
fact that plasmonic effects rapidly fall with distance and vanish at distances greater than 
50 nm (Klyachkovskaya et al. 2011; Shabunya-Klyachkovskaya et al. 2016). These experi-
ments have been successfully extended toward examination of cultural heritage items since 
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pigments in art paintings are typically inorganic crystallites (CdSSe as orange–yellow, HgS 
as red, ZnO as white, cobalt green, malachite green, ultramarine blue, and many oth-
ers). These authors have also demonstrated successful application of Au- and Ag-coated 
self-organized SiGe dots on Si as efficient SERS substrates, thus paving the way for a 
cheap Si-based approach to SERS sensors.

12.3.6	 FRET-based fluorescent quantum dot sensors: colloidal quantum dots

Förster resonance energy transfer (FRET), discussed in detail in Chapter 7, forms the 
basis for development of various sensors using colloidal quantum dots. Since quantum 
dots feature a wide absorption spectrum, it is reasonable to use quantum dots as donors 
rather than acceptors. Figure 12.9 shows the principle of a so-called “switch-on” sensor. A 
colloidal quantum dot is linked to a dye serving as a photoluminescence quencher owing 
to efficient FRET. An analyte competes with the quenching dye and substitutes it by chem-
ical binding with a dot. Then photoluminescence recovers, its intensity being in propor-
tion to the analyte concentration in a solution. This approach was used by Goldman et 
al. (2005) to develop a TNT detector based on CdSe/ZnS quantum dots in water with an 
oligohistidine tag serving as the TNT antibody.

Figure 12.9  A “switch-on” concept of a FRET quantum dot sensor. Photoluminescence of a 
colloidal quantum dot is quenched by the purposefully linked dye molecule serving as an efficient 
acceptor. Analyte molecules in solution compete with quenching dye and link to quantum dots. 
Their photoluminescence then recovers.
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Another approach to quantum dot FRET sensors is control of spectral overlap between 
quantum dot emission and an acceptor absorption spectrum. The latter can be sensitive 
not only to the chemical compounds in solution but also to the properties of the microenvi-
ronment, including pH level. Since a few quantum dots can be detected using the microflu-
orescence technique, intracellular pH sensing becomes feasible. Cell pH level is indicative 
of physiological processes and pathophysiology of cells, including cancers. Thus routine 
detection of pH level in cells is topical. Figure 12.10 shows an approach implemented 
by Dennis et al. (2012). Using carbodiimide chemistry, carboxyl-functionalized colloidal 
quantum dots have been conjugated with pH-sensitive fluorescent protein mOrange and 
its more photostable homolog mOrange M163 K. Change in pH shifts the protein absorp-
tion spectrum, thus modulating FRET efficiency. Relative weights of donor/acceptor (dot/
protein) photoluminescence intensities change accordingly. The approach shows function-
ality in the pH range from 6 to 8.

Heavy metal contamination is a serious issue for human health. Certain heavy metal 
ions such as Pb2+, Hg2+, and Cd2+ are not biologically essential and are harmful to humans, 
even at very low concentration levels. Some heavy metals (e.g., Fe, Cu, Mn, and Zn) are 
nutritionally essential for health. Therefore, tracing heavy metal ions is important and a 
number of organic dye-based metal ion probes have been developed. In recent years, col-
loidal quantum dot-based sensors have become a field of extensive research. Depending 
on specific surface chemistry-related processes, interaction of metal ions with quantum 
dots can either quench or enhance fluorescence. Generally, the direct interaction of metal 
ions with quantum dots is a very complicated process and often it is not element-specific. 
Therefore, sensors based on direct linking of heavy metal ions to quantum dots are not 
the main trend. Instead, dyes sensitive to specific heavy metal ions are used conjugated to 

Figure 12.10  Detection of pH levels with functionalized colloidal quantum dots conjugated 
with pH-sensitive fluorescent protein (mOrange or mOrange M163 K). (a) Photoluminescence 
spectra of dots (donor) and protein (acceptor) depending on pH level. (b) Ratio of donor to 
acceptor emission intensities versus pH for two conjugated pH-sensitive proteins. Reprinted with 
permission from Dennis et al. (2012). Copyright American Chemical Society.
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fluorescent colloidal quantum dots and, as in the above examples, presence of the target 
ions in solution modulates fluorescence intensity via FRET efficiency. An example is shown 
in Figure 12.11 for mercury ion detection. Ratiometric detection of toxic Hg2+ ions is 
demonstrated using a semiconductor nanocrystal (CdSe/ZnS core–shell structure) energy 
transfer donor coupled to a mercury-sensitive “turn-on” dye acceptor (thiosemicarbazide 
functionalized rhodamine B). The dye reacts with Hg2+ ions to form HgS, which is highly 
insoluble in water. This prevents quantum dot luminescence quenching by the metal. At 
low Hg2+ content the green emission band from quantum dots dominates because of small 
donor–acceptor emission–absorption spectral overlap. With growing mercury content the 
dye emission grows, whereas dot emission falls. This happens owing to the desulfurization 
reaction that creates HgS and also results in the restoration of the dye’s absorption and 
emission properties, causing it to act as a good energy acceptor for quantum dots.

12.3.7	 Plasmonics for refractive index sensing

Refractive index n of  liquid or polymer samples can be monitored using the dependence 
of  the extinction spectrum of  metal nanoparticles dispersed therein on n. It is of  practi-
cal importance since the refractive index value gives information on protein concentra-
tion in blood serum, its value for intracellular liquid is important in biomedical research, 
and data on refractive index and its change are important in many technological appli-
cations. Recalling Figure 4.32 and comparing it with Figure 5.17, one can see that the 
extinction spectrum of  metal nanoparticles dispersed in a dielectric medium strongly 
depends on n.

Figure 12.11  Colloidal quantum dot Hg2+ fluorescent sensor using Hg2+-sensitive dye conjugated 
to CdSe/ZnS core–shell quantum dot. Reproduced from Page et al. (2011) with permission of the 
Royal Chemistry Society.
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Consider the simplest case of very small metal nanoparticles (much smaller than opti-
cal wavelengths) for which size- and shape-dependent scattering can be ignored. Suppose, 
then, that the metal dielectric function obeys the simple form inherent in the case of ideal 
electron gas (see Eq. (4.52)):

	 ( ) 1 .
2
p

2
ε ω

ω
ω

= − 	 (12.1)

Then, if  such nanoparticles are dispersed in a medium with dielectric permittivity εm = n2, 
using the resonance condition ε = –2εm (see, e.g., Gaponenko 2010; see also Section 6.3) we 
arrive at the expression for the extinction maximum wavelength,

	 n2 1 ,max p
2 1/2λ λ )(= + 	 (12.2)

where λp is wavelength corresponding to ωp. The function (12.2) is plotted in Figure 12.12(a) 
for the reasonable value of λp = 300 nm. It is important that for the rather wide and prac-
tically important range of n value this function obeys a linear law. Therefore, a reasonable 
figure of merit for plasmonic refractive index sensors is sensitivity S, expressed as

	 S
d
dn

(nm/RIU),maxλ
= 	 (12.3)

where RIU stands for refractive index units. One can see that for the selected λp sensitivity 
S = 380 nm/RIU, allowing for refraction index changes of the order of 0.01 measurements 
provided that extinction maximum can be evaluated from experimental spectra with the 
accuracy of order of 1 nm.

Figure 12.12  Principle of plasmonic refractive index sensors. (a) Peak wavelength λmax versus 
refractive index n calculated in the approximation of very small metal particles (Eq. (12.2)) 
for λp = 300 nm. (b) Experimentally observed shift of the extinction maximum for silica–gold 
nanoshells with different core–shell sizes in different environments (Tam et al. 2004; air, n = 1.003, 
water, n = 1.33, ethanol, n = 1.36, toluene, n = 1.49, and carbon disulfide, n = 1.63). Dots are 
experimental data; lines are guides for the eye.
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Relation (12.2) is valid for nanoparticles no bigger than 20  nm. For larger particles 
their size should be explicitly taken into account and extinction should necessarily involve 
analysis of scattering. Shape in this case will also matter. Nanorods, nanoshells, and other 
nanoparticles with complex shape (e.g., stars) with size 50–100 nm were found to feature 
higher sensitivity to ambient refractive index than the simple prediction by Eq. (12.2) (Sun 
and Xia 2002; Tam et al. 2004; Miller and Lazarides 2005; Liao et al. 2006; Mayer and 
Hafner 2011; Zhu et al. 2013). Figure 12.12(b) shows a representative example of high-sen-
sitivity spectral shift of extinction peak wavelength to ambient refractive index obtained 
with core–shell dielectric–metal structures (nanoshells). One can see the slope dλmax/dn 
grows with size and the values of dλmax/dn > 500 nm/RIU are realistic. For nanoshells, Jain 
and El-Sayed (2007) have shown that for the same dielectric core diameter, a thinner metal 
shell offers higher sensitivity to n variation.

Figure 12.13  A whispering gallery mode biosensor. (a) Resonance is identified at a specific 
wavelength from a dip in the transmission spectrum acquired with a tunable laser. The resonance 
wavelength, λr, is measured by locating the minimum of the transmission dip within its linewidth 
(arrows). A resonance shift associated with molecular binding, Δλr is indicated by the dashed 
arrow. (b) Whispering gallery mode in a dielectric sphere driven by evanescent coupling to a 
tapered optical fiber. The lightwave (red) circumnavigates the surface of the glass sphere (green) 
where binding of analyte molecules (purple) to immobilized antibodies (blue) is detected from a 
shift of the resonance wavelength. (c) Binding of analyte is identified from a shift Δλr of  resonance 
wavelength (also see (a)). Single-molecule binding is theorized to appear for the “reactive” effect 
in the form of steps in the wavelength shift signal (magnified inset). Reprinted by permission from 
Macmillan Publishers Ltd.; Vollmer and Arnold (2008).
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12.3.8	 Whispering gallery modes in sensing applications

Whispering gallery modes develop in a microsphere, microdisk, microring, microcylinder, 
and microtoroid. Whispering gallery modes feature typically very high Q-factor, i.e., very 
high photon local density of states (LDOS). High LDOS and Q-factor promotes efficient 
coupling of radiation propagating in a guide near a whispering gallery mode object, pro-
vided that its frequency meets the whispering gallery mode resonance value. Coupling 
occurs by means of evanescent wave (light tunneling) and can also be treated as enhanced 
photon scattering from a guide into a high-LDOS radiation mode (i.e., the whispering 
gallery mode). Coupling is very sensitive to the accurate resonance condition. Therefore, 
if  whispering gallery mode frequency of a microsphere or another object supporting the 
whispering gallery mode regime is disturbed by an environmental change, coupling effi-
ciency will be severely relaxed. This property has been proposed for sensing of refractive 
index changes in liquids as well as detecting adsorbance of certain molecules presenting 
therein. The concept of a whispering gallery mode sensor is explained in Figure 12.13.

A microdisk or a microsphere laser itself  can be used as a sensor since a laser cavity 
Q-factor changes depending on its environment. He et al. (2011) implemented a whisper-
ing gallery mode microlaser for detection of single viruses and nanoparticles in solutions 
by using an ultra-narrow linewidth whispering gallery microlaser, whose lasing frequency 
spectrum split upon the binding of individual nano-objects. Influenza A virion detection 
has been demonstrated by monitoring changes in lasing modes.

12.4	 SILICON PHOTONICS

Silicon is the dominant electronic material and the estimate of spending for Si electronics 
R&D during the last decades is of the order of trillions of US dollars. Silicon features a high 
refractive index (n = 3.4), enabling efficient lightwave confinement in microcavities and PCs, 
waveguiding, multiplexing/demultiplexing, selective filtering (as was shown in Chapters 4 
and 10) using e-beam lithography, and advanced anisotropic etching. It is therefore a chal-
lenge to extend the Si platform to photonic devices as far as possible. Silicon technology 
offers efficient photovoltaic cells, fine detectors for the range from 1000 to 400 nm (regret-
fully no Si detector for 1.3–1.5 µm!), but no emitter because of the indirect-gap transitions 
inherent in Si. Extensive attempts to “squeeze” light from silicon nanostructures have not 
resulted in a commercial light-emitting device (Pavesi et al. 2012) and even under strong con-
finement regimes optical transitions in silicon have been shown to be indirect. Unexpectedly 
bright photoluminescence was attributed to statistical lack of defects (Gaponenko et al. 
1994). The latter means that emission comes from a small portion of nanocrystals within 
a statistically big ensemble which are free of quenching centers (trap states) but since the 
portion of such nanocrystals is always small the overall ensemble-averaged quantum yield 
will always be low. Since silicon waveguides, microcavities, and other guiding and confining 
components are feasible, in this section we consider activity toward light emitters, detectors, 
and modulators based on or compatible with the Si platform.
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12.4.1	 Hybrid III–V on Si structures

In Chapters 6 and 9 we saw that the main materials for semiconductor lasers are III–V 
compounds (InP for 1–2 µm, GaAs for the 0.8 µm range, InAs quantum dots for 1.3 µm, 
and GaN-based for the near-UV and blue–violet range). Since lasers cannot be made of 
Si, it is reasonable to consider possible integration of  III–V semiconductors on silicon 
wafers. There are several approaches, namely flip-chip integration, bonding approaches, 
and hetero-epitaxial growth. In the flip-chip approach, devices are grown on the native 
substrate and then need precise alignment on a silicon wafer in the assembly process. 
Hetero-epitaxial growth needs accurate lattice matching. For example, a 1.3 µm InAs 
quantum dot laser epitaxially grown on silicon with low thresholds (16 mA), high out-
put power (176 mW), and high temperature lasing (up to 119 °C) has been reported 

Figure 12.14  Step-by-step typical process flow for heterogeneously integrated III–V on Si devices 
(IMEC, Belgium). See text for detail. Reprinted from Roelkens et al. (2015) under CCA license.
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(Liu et al. 2014, University of  California at Santa Barbara). The bonding technique 
uses growth of  the active component on the native substrate, but needs the appropri-
ate bonding agent (molecular, metal, adhesive). An example of  GaAs 840 nm VCSEL 
(vertical cavity surface-emitting laser) fabricated by adhesive bonding was shown in 
Figure 9.7. The representative example of  the process flow based on adhesive bond-
ing for 200 mm silicon-on-insulator (SOI) wafer processing is shown in Figure 12.14 
(CMOS pilot line at IMEC, Belgium). The adhesive is DVS-BCB (divinylsiloxane-bis-
benzocyclobutene) and the thickness is <50 nm. The process flow breaks down into the 
following steps:

  1.	 Si wafer with waveguide structure is made;

  2.	 InP structure is bonded and thermally cured;

  3.	 the InP substrate is removed using HCl:H2O until the InGaAs stop layer is reached;

  4.	 SiN hard mask is deposited by PECVD (plasma-enhanced chemical vapor deposition) and 
the waveguide pattern is transferred on top;

  5.	 the waveguide pattern is etched into the p+ contact layer by ICP RIE (inductively coupled 
plasma reactive ion etching);

  6.	 wet chemical etching is used to develop an inverted-trapezoid-shaped waveguide;

  7.	 SiN (~200 nm) is deposited and patterned by optical lithography and RIE;

  8.	 etching of the active layers using H2SO4:H2O2:H2O;

  9.	 Ni/Ge/Au contacts are evaporated onto the InP n+ contact layer;

10.	 the n+ contact layer between neighboring devices is etched using HCl:H2O;

11.	 DVS-BCB is spin-coated on top of the wafer to planarize the top surface;

12.	 thinning the DVS-BCB layer by RIE;

13.	 removal of the SiN layer by RIE;

14.	 the metal p-contact layer (Ti/Au) is formed on top of the p+ contact;

15.	 lithography and etching into the DVS-BCB layer down to the n-metal contact;

16.	 Au is deposited on top of the p- and n-metal contacts.

Optical coupling of a III–V gain section to a Si substrate is implemented by means of 
the tapered guides approach. Strong wave vector mismatch between the III–V gain section 
and silicon waveguide layer can be minimized by tapering either III–V or Si guiding sec-
tions, or both. If  waveguide dimensions vary slowly along the propagation direction, no 
energy exchange occurs between the fundamental and the higher-order waveguide modes. 
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In this case, tapering is referred to as adiabatic. Group III–V–Si hybrid laser with double 
adiabatic coupling is shown in Figure 12.15.

12.4.2	 Coupling of Si waveguiding structure to a III–V photodetector

Radiation confined in Si circuitry can be diffracted vertically to a photodetector (Figure 
12.16). In this approach it is important to ensure efficient diffraction in the vertical direc-
tion. Adding an antireflective coating between the DVS-BCB layer and the III–V layer on 
top results in more efficient coupling (design B).

12.4.3	 Epitaxially grown GeSn photodetectors

In spite of existing advanced Si photodetectors for the visible, including high-sensitivity 
high-resolution CCD cameras (Nobel Prize in 2009 to Willard S. Boyle and George E. 
Smith), the main communication bands at 1.3 and 1.5 µm are not covered because optical 
absorption of Si is negligible for wavelengths longer than 1.1 µm. Ge can be epitaxially 
grown on an Si wafer and Ge detectors can extend the operation range toward 1550 nm, 

Figure 12.15  (a) Three-dimensional view of the coupling structure in the gain section with 
representative mode profiles in two cross-sections. (b) Detailed top view of the gain structure. 
Reprinted from Roelkens et al. (2015) under CCA license.
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though sensitivity falls because of the band gap threshold (recall Figure 2.13 for band 
structures and band gaps of Si and Ge). With a few percent content of Sn, Ge1−xSnx solid 
solution gains a direct gap slightly lower than the intrinsic Ge indirect gap and Ge0.96Sn0.04 
thin-film detector epitaxially grown in Si (p–i–n photodiode) was shown to feature three 
times higher sensitivity at 1550 nm versus the pure Ge-on-Si analog (Werner et al. 2011). 
This approach is essentially based on heterostructures, though ideas of quantum size 
effects or lightwave confinement are not yet involved. The GeSn layers on an Si substrate 
feature tensile strain (up to +0.34%), which lowers the difference between direct and indi-
rect band transition and makes this method even more promising for obtaining direct 
band gap Ge-based layers.

12.4.4	 Ge photoluminescence promoted by predefined tensile strain

Jain et al. (2012) implemented externally induced tensile strain for Ge on SiO2/Si structures 
to lower direct-gap transition energy and thus to make it dominant over indirect-gap ones. 
These authors reported on the 260-fold overall photoluminescence intensity enhancement 
and 130-fold enhancement of the 1550 nm emission band fitting the principal optical com-
munication band.

12.4.5	 Modulators

There is extensive activity toward development of epitaxial fast electro-optical Si-based or 
Si-compatible modulators using various light-confinement ideas. The challenging target 
parameters are low energy consumption (1 fJ per bit) and high speed (1 Tb/s).

Figure 12.16  A III–V detector coupling to a grating on an Si wafer. (a) Schematic view 
of grating coupler interface; (b) simulation example of grating-based coupling to a III–V 
photodetector. Design B has an antireflective coating while design A does not. BCB stands for the 
benzocyclobutene-based adhesive. Reprinted from Roelkens et al. (2015) under CCA license.
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The general paradigm of electro-optical modulators is based on conversion of small 
changes in a material refractive index into strong changes in transmission of an opti-
cal component containing this material. Refractive index change may result from direct 
current-induced modulation of carrier density (carrier injection or depletion) through 
electron or hole plasma dispersion. This effect is similar to free electron gas dielectric 
function discussed in Chapter 4 in the context of metal reflection (see Figure 4.25), but 
with typical concentrations about 1018 cm–3, i.e., four orders of the magnitude lower than 
in metals. High free carrier density results in small, <0.1%, change in refractive index n 
in the wide spectral range. Then, material heating from the current flow as well as the 
finite recombination time defining the time response will become issues. One way to get a 
refractive index modulation is to use the electric field effect on absorption (see Chapter 10) 
via Stark or Franz–Keldysh effects. Here, the main problem is to fit the desirable spectral 
range since refraction index changes only at the absorption edge, i.e., material band gap 
should fit the optical communication range(s). Ge quantum wells were suggested a decade 
ago for the 1550 nm range (Kuo et al. 2005). This approach seems to be free from the heat-
ing problem and has no limits in time response beyond the capacity-related restrictions of 
a real multilayer thin-film design. Nevertheless, a semiconductor structure, when external 
electric field is applied to and light shines thereon with the wavelength corresponding to 
interband absorption (otherwise electroabsorption effect is negligible), acts to a certain 
extent as a photodetector generating photocurrent, and therefore results in heating and 
power consumption.

To convert small refractive index change into strong transmission modulation, a number 
of optical solutions are used, each of them using light interference and/or tunneling phe-
nomena, which are extremely sensitive to perfect resonance tuning (see also Section 10.3): 
a Fabry–Pérot interferometer with the cavity material refractive index control; a Mach–
Zehnder interferometer with one “shoulder” containing material with refractive index 
control; a waveguide coupled to a microring or microdisk resonator whose resonant wave-
length is tuned via material refractive index control; a Mach–Zehnder interferometer with 
one shoulder coupled to a microring or microdisk resonator whose resonant wavelength is 
tuned as was discussed above.

There is extensive activity in the field so that every attempt to give a comprehensive 
overview may appear obsolete at the time of publication. However, we have to highlight 
that all activities resemble a search for new approaches to get higher performance num-
bers (fast operation >100 Gb/s, low energy consumption about 1  fJ, multi-channel and 
multi-wavelength options, small size) provided that every approach should achieve CMOS 
compatibility. Among recent publications, the following should be highlighted: mode divi-
sion multiplexing (MDM) in waveguides in addition to wavelength division/multiplexing 
(WDM) was suggested by Stern et al. (2015); Mach–Zehnder interferometer combined 
with a microring cavity to enhance phase shift induced modulation (Guha et al. 2010); 
thermally tuned microring resonator arrays for light modulation (Absil et al. 2015); sharp 
reduction in free carrier lifetimes from nano- to picosecond ranges in Si nano-waveguides 
(Turner-Foster et al. 2010).
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12.5	 QUANTUM OPTICS

The realm of quantum optics gives rise to the notions of quantum information, quantum 
teleportation, and quantum computing. This is an exciting and challenging field of modern 
science that promises unprecedented phenomena with unusual practical applications that 
had been never considered before. It can be viewed as quantum electrodynamics combined 
with atomic physics and merged with nanophotonics. At first glance, we do believe each 
of us adheres to quantum theory when considering light–matter interaction phenomena, 
by separating these into matter excitation and relaxation owing to energy exchange with 
the electromagnetic field. However, this is still a semi-classical consideration even if  matter 
is considered to absorb and emit electromagnetic energy in portions termed photons. It is 
quantum electrodynamics which a priori treats electromagnetic radiation in terms of pho-
tons and describes electromagnetic field states based on the photon concept rather than 
wave vector, frequency, or intensity. The thorough discussion of quantum optics ideas, 
experimental proofs, and consequences is beyond the scope of this book and the inter-
ested reader is referred to the topical works by Kira and Koch (2011), Duarte (2014), and 
Yamamoto, et al. (2000). In what follows we briefly highlight a few non-trivial phenomena 
related to quantum optics.

12.5.1	 Shot noise

When a coin is tossed a number of times, what will be the number of heads or tails? The 
higher the number of tosses, the closer are both probabilities to 0.5. When photons enter a 
detector input aperture, what will be the variance of the counts from the real photon num-
bers? The theory gives n1/2 deviation for n photons entering the input aperture provided 
that arrival of every photon does not depend on the number of photons that arrived ear-
lier. This result is a consequence of the Poisson distribution, a function P(n) describing the 
probability to get n events in the unit time interval in the sequence of independent events 
with average rate of N events per unit time. It reads,

	 P n
N e
n

( )
!

n N

=
−

	 (12.4)

and is applicable for integer N and n.
The Poisson function is plotted in Figure 12.17. For higher N, the Poisson distribution 

merges with the normal (Gaussian) distribution with the mean and variance of N. The 
noise in signal detection arising from the Poisson statistic is referred to as the shot noise. 
It is inherent in photon detection, in electric current (because of charge discreteness), and 
in many other experimental processes. Since the noise level scales as the square root of the 
signal, the signal-to-noise ratio will be equal to N1/2 as well. One can see that if  shot noise 
dominates, the signal-to-noise ratio will be higher for higher numbers of photons detected. 
The shot noise is a common phenomenon in light detection and is considered as a confir-
mation of the discrete structure of electromagnetic radiation.
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12.5.2	 Photon antibunching

A single given quantum emitter (an atom, a molecule, a quantum dot, a defect in a semi-
conductor or dielectric) features a sub-Poisson statistic. Photon emission events by a single 
emitter cannot occur more often than once per lifetime period. Therefore, an excited quan-
tum emitter cannot emit two photons simultaneously. This phenomenon is termed photon 
antibunching. It has been experimentally proved for different single emitters. Figure 12.18 
shows a representative example for a single CdSe/ZnS colloidal quantum dot luminescence.

A 488 nm Ar laser radiation was focused on the sample by an oil-immersion objective in 
an inverted confocal microscope. The emitted photons collected by the same objective were 
filtered from the scattered excitation light by a band pass filter (or dichroic mirror) and sent 
through a 50/50 beam splitter onto two (start and stop) single photon counting detectors 

Figure 12.18  Photon antibunching experiment with a single CdSe/ZnS core–shell colloidal 
quantum dot. (a) experimental setup; (b) coincidence of the two detectors’ counts versus delay time 
reported by Lounis et al. (2000). Reprinted from Lounis et al. (2000) with permission from Elsevier.

Figure 12.17  Poisson distribution function gives the probability of n events during a time interval 
in a case when the mean rate of events during the same time interval is N. It is valid for integer n 
only (dots); the lines are the guides for the eye. For higher N the Poisson distribution merges with 
the normal (Gaussian) distribution.
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(avalanche photodiodes). A short pass filter was inserted before one of the photodiodes to 
suppress cross-talk between the two detectors. Single quantum dot emission was detected 
with a signal-to-background ratio greater than 500 (the maximum signal rate was 500 kHz 
per detector, while the background signal is less than 1 kHz). The signals from the detec-
tors were sent to a time-to-amplitude converter (TAC) followed by a pulse-height analyzer 
to create a histogram of the delays between consecutive photons. To maximize the signal-
to-noise ratio, the excitation beam was switched off  by an acousto-optic modulator during 
the TAC dead time of approximately 7 µs. The histogram in Figure 12.18(b) was recorded 
with a 200 ns TAC time window and a bin width of 0.2 ns. The dip in coincidences around 
zero delay is an unambiguous signature of antibunching.

12.5.3	 Single photon emitters and squeezed light

There is a challenge for modern quantum optics to design an emitter that could provide 
the desirable number of photons on demand. Then the so-called radiation Fock states 
(after the Russian physicist V. A. Fock) or number-states will be created. A “number-state” 
is a quantum state in which the number of photons, n, is a precisely fixed integer and the 
radiation is viewed as a quantum harmonic oscillator with the spectrum

	 E n( ).1
2�ω= + 	 (12.5)

Number-states of light are very hard to obtain in practice except for the trivial vacuum-state 
corresponding to n = 0 over all possible modes. A laser generates monochromatic radiation 
that seems extremely regular in amplitude, but this is only because it contains so many pho-
tons that their number fluctuations become negligible on a macroscopic scale. Laser radia-
tion is a superposition of many number-states with different n. Restricting fluctuations in the 
number of photons seems easiest for states with n = 1 (single-photon states). A microscopic 
emitter of light, e.g., an atom, a molecule, or a quantum dot, can serve as a single-photon 

Figure 12.19  Probability distribution of the number of photons for three sources with an average 
photon number =n 1. The thermal source obeys the Bose–Einstein statistic of black body 
radiation. The coherent light source presents a Poisson distribution (compare to Figure 12.17), 
narrower than that of thermal light, but still with a strong number fluctuation, called photon 
noise. An ideal squeezed-light source delivers a number-state with n = 1. A single-photon source 
can match this distribution by delivering single photons at regular time intervals. Adapted from 
Lounis and Orrit (2005). © IOP Publishing. Reproduced with permission. All rights reserved.
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source if  it is coupled to a resonant high Q-factor cavity, which can fulfill several functions. 
First, it can enhance the spontaneous emission rate and thereby the rate of photon genera-
tion (Purcell effect, local density of states effect; see Sections 5.3 and 5.7). Second, it emits 
radiation into a well-defined mode, thus enabling efficient light harvesting. Third, a high 
Q-factor cavity will make the emission spectrum narrower (see, e.g., Figure 5.12).

Consider fluctuations of radiation states with the average photon number N = 1 pro-
vided by different sources (Figure 12.19). For thermal radiation, the photon number dis-
tribution takes the Bose form,

	 P n
N
N

( )
(1 )

,
n

n 1
=

+ + 	 (12.6)

where N  is the mean number of photons in the mode. For thermal radiation, the state 
with zero photons (n = 0) always has the largest probability of occupation. This distribu-
tion is far from that of a desired source of single photons, which should feature a sharp 
maximum at n = 1. The number of photons in a coherent state is a variable that fluctuates 
according to the Poisson distribution (12.4). This statistic is very different from those of 
thermal radiation. The maximum probability is to find N photons in the mode. The result-
ing noise is the familiar shot noise; it is an absolute minimum for the noise of a macro-
scopic laser. The probability distribution is still rather different from the desired one.

Narrower distribution can be achieved by means of the so-called squeezed states of  
light. In accordance with the complementarity principle, fluctuations of conjugate var-
iables meet the Heisenberg uncertainty relations. Principally, the states become possible 
where fluctuations in one of the variables can be reduced (as compared with those of a 
coherent state) at the expense of increased fluctuations of the conjugate variable. This is 
referred to as a squeezed state. A squeezed state with reduced amplitude fluctuations (i.e., 
photon number fluctuations) will therefore exhibit enhanced phase noise. An ideal ampli-
tude–squeezed-light source would deliver a regular stream of photons at regular time peri-
ods. The fluctuations in the numbers of photons emitted by a squeezed source are weaker 
than those of a coherent state (Figure 12.19, the right-hand panel). Single photon sources 
are important for applications in quantum computing, quantum cryptography, ultimate 
experiments in quantum science testing the basic and the questionable notions, and chal-
lenging experiments like quantum teleportation (Lodahl et al. 2015).

12.5.4	 Strong light–matter coupling in a microcavity and in a photonic crystal

The Purcell effect introduced in Sections 5.3–5.5 deals with the probability of an excited quan-
tum system (atom, molecule, quantum dot) emitting photons spontaneously. In microdisks, 
microspheres, and PC cavities very high Q-factors (up to 106) can be obtained (see Chapter 
10). In these cases, an excited quantum system plus electromagnetic radiation should be con-
sidered as a single system characterized by means of quantum electrodynamics. It is possible 
to say that a quantum system is disturbed by photons it tends to emit, though this is also a 
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simplified interpretation. Joint states of matter and radiation in high Q-cavities constitute 
the subject of cavity quantum electrodynamics. The notions of spontaneous emission rate 
and excited state lifetime vanishes; these terms correspond to the so-called perturbational 
approach in which matter states and field states are described independently. The conception 
of photon density of states effect on excited state lifetime cannot be used either. The reader is 
referred to special volumes for detail (Yamamoto et al. 2000; Gaponenko 2010, chapter 15).

In PCs with full omnidirectional band gap, no propagating mode exists within the gap. 
One can expect the photon DOS to go to zero, but this is inaccurate and incorrect treat-
ment since the photon DOS function becomes discontinuous and cannot be defined within 
the gap interval. In this case the joint atom–field states (molecules and quantum dots are 
considered alike) develop, featuring a long-lived oscillating population of an excited state 
of an atom in a PC. The situation is referred to as a “frozen excited state.” These states 
were intuitively foreseen in the 1970s by V. P. Bykov, a Russian physicist from the Lebedev 
Physical Institute at Moscow (Bykov 1972; 1993), and this idea has become the driving 
concept in the elaboration of PC trends in modern optics. The consistent quantum electro-
dynamics-based consideration in terms of atom–field states developed later (Mogilevtsev et 
al. 2007; Mogilevtsev and Kilin 2007 and references therein; Gaponenko 2010, chapter 15).

12.6	 METAMATERIALS

The notion of metamaterials was coined to identify the complicated, composite, structured 
materials that acquire unusual effective medium parameters (thus justifying the notion of 
materials) defined by the structure on a subwavelength scale whose properties have no 
natural analog. For the optical range, these materials should definitely have special sub-
structure on a nanometer scale. Under certain conditions, spatially organized materials on 
a subwavelength scale feature negative refractive index, a property that cannot be observed 
for any natural material but that is not totally forbidden by the physical laws describing 
electromagnetic radiation.

12.6.1	 Optics with magnetic materials

In the optical range, magnetic permeability of materials typically equals unity and for this 
reason the “µ” factor if  present in formulas is not recognized at all. This is a reasonable 
consequence of the properties of all existing natural materials. However, composite, nano-
structured materials may have 1µ ≠ . It is instructive to consider what will happen with 
basic formulas where µ enters but has not been analyzed because of the “µ = 1” convention.

Whenever 1µ ≠  holds, the notion of impedance Z(ω) as a property of a medium becomes 
essential. It reads

	 Z Z( )
( )
( )

( )
( )

0

0
0ω µ µ ω

ε ε ω
µ ω
ε ω

= ≡ 	 (12.7)
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BOX 12.3  �INGENUOUS IDEAS IN NANOPHOTONICS: PHOTONIC CRYSTALS AND 
METAMATERIALS

Ingenuous ideas in science often come to brilliant minds well before they can be really accom-
plished. But the whole history of science proves that high technologies are born owing to high 
science. In 1967 the Russian physicist V. G. Veselago predicted the possibility of strange matter 
with a negative refractive index. These are now called “metamaterials,” and owing to many 
talented scientists have become a mature field of modern optics. J. B. Pendry, N. I. Zheludev, and 
V. M. Shalaev have made outstanding contributions to the field.

V. G. Veselago J. B. Pendry N. I. Zheludev V. M. Shalaev

In 1972 another Russian physicist, V. P. Bykov, advanced the idea of a periodic 
dielectric medium in which no propagating electromagnetic mode exists. He 
understood this medium should inhibit spontaneous decay of excited atoms 
and molecules.

In 1987, E. Yablonovich proposed using this effect in lasers. This unusual 
medium gained the name “photonic crystal” and has become one of the 
driving concepts in photonic circuitry and lasers.

and has a very important meaning in electrodynamics with 1µ ≠ , which is the typical case 
in radiophysics. In optics (µ = 1), reflection and transmission of electromagnetic waves at 
an interface of two media is governed by the relative refractive index n. In radiophysics  

1µ ≠  results in transmission and reflection at an interface governed by impedances of 
the interfacing media (Figure 12.20). For example, the known formulas for light intensity 
reflection R and transmission T coefficients at normal incidence,
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are to be modified using
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to arrive at
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Reflection at the interface vanishes when Z Z1 2=  and develops otherwise. Reflectionless 
propagation occurs under conditions of impedance matching rather than refractive indices 
matching at the interface. Therefore, reflection vanishes when / /1 1 2 2ε µ ε µ= . Considering 
a vacuum (or air, 11 1ε µ= = ) interface with a material with finite ε and µ, one can see 
matching occurs for every material with ε = µ.

For oblique incidence, Figure 12.20(b) shows that for a transverse electric wave 
(s-polarization) the reflection angle equals the incidence angle as usual, and Snell’s law 
n n nsin sin , i i i2 1θ φ ε µ= =  holds. The intensity reflection and transmission coefficients 
read

	 R
Z Z
Z Z

T R
cos cos
cos cos

, 12 1

2 1

2
θ φ
θ φ

=
−
+







= − 	 (12.11)

differing from the familiar Fresnel formula by using impedances instead of refractive 
indices.

Figure 12.20  A few examples of electromagnetic wave reflection/transmission at an interface 
of two media with different magnetic permeabilities. (a) Normal incidence transmission and 
reflection are governed by impedances (mis)matching. (b) Modification of Fresnel formula in 
terms of impedances. (c) Existence of the “magnetic” Brewster angle for transverse electric wave 
under condition / 2θ φ π+ = .
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For a transverse magnetic wave (p-polarization) in the traditional “µ = 1” optics, reflec-
tion vanishes (R = 0) at the Brewster angle defined by the relation

	 n
n

tan /Brewster
TM 2

1
2 1θ ε ε= = 	 (12.12)

corresponding to the case / 2θ φ π+ = . Electric dipoles do not emit along their oscillation 
direction. What happens if  12µ ≠ ? In this case, Eq. (12.12) modifies

	 tan
/ / /

/ / 1
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TM 2 1
2

2 1 2 1

2 1 2 1

θ
ε ε ε ε µ µ

ε ε µ µ
( )

( )
( ) ( )

( )=
−

−
	 (12.13)

Furthermore, coming back to the transverse electric wave (s-polarization), we now 
arrive at the notion of the “magnetic” Brewster angle in the case / 2θ φ π+ = . It is defined 
by the relation

	 tan
/ / /

/ / 1
.Brewster

TE 2 1
2

2 1 2 1

2 1 2 1

θ
µ µ ε ε µ µ

ε ε µ µ
( ) ( )

( )
( )

( )=
−

−
	 (12.14)

For the particular case of 1 2ε ε=  it reduces to

	 n
n

tan / ,Brewster
TE

2 1
2

1

θ µ µ= ≡ 	 (12.15)

supporting the notation of the “magnetic” Brewster angle. Reflection vanishes because 
magnetic dipoles do not emit along their oscillation direction. These selected examples 
clearly show a wealth of effects and phenomena in electrodynamics for media with 1µ ≠ .

12.6.2	 “Left-handed” materials

The whole multitude of material dielectric and magnetic properties can be placed in an 
ε–µ plane (Figure 12.21) as was suggested by V. G. Veselago (1968). Segment I (positive ε, 
positive µ) corresponds to traditional dielectric and magnetic materials. As we mentioned, 
in the optical range µ = 1 typically holds. Furthermore, 1ε >  holds for dielectrics and sem-
iconductors. This is indicated by a red line in the figure. Segment II corresponds to plasma 
(electrons in metal, ion plasma, etc.). The plasma area extends to 1ε = . This is shown by 
the gray square. These media are well identified, understood, and attainable both as natu-
ral and manmade materials. What about the remaining two segments forming a semiplane 
with negative magnetic permeability? Such materials are not identified in nature but their 
existence is not forbidden in principle. Segment IV, with positive dielectric permittivity 
but negative magnetic permeability, can be assigned, by analogy with segment II, to the 
hypothetical “magnetic” plasma. Segment III implies simultaneously negative dielectric 
permittivity and magnetic permeability. Such a combination has not been known to date, 
but since there is no basic restriction for such a combination, V. G. Veselago suggested 
examining what will happen if  such materials are found or developed.
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For 0, 0ε µ< <  the refraction index becomes negative. In the relation

	 n ,εµ= ± 	 (12.16)

with typically positive values of permittivity and permeability, refractive index is positive 
and takes the meaning of the factor defining speed of wave propagation with respect to a 
vacuum. In the case of both negative ε and µ, formally in terms of purely mathematical 
treatment, the positive square root of the positive εµ product seems reasonable as well. 
However, this is not the case. The surprising consequence of both negative permittivity 
and permeability is the inverse direction of the wave vector k with respect to the vecto-
rial product of E and H, E H[ ]× . For a plane monochromatic wave, Maxwell equations 
reduce to the couple of equations (SI units)

	 k E H k H E, ,0 0ωµ µ ω ε ε[ ] [ ]× = × = − 	 (12.17)

whence for both positive ε and µ the three vectors E, H, k form the “right-hand” set of 
vectors, i.e., k direction coincides with the E H[ ]×  defined direction. For both negative ε 
and µ, these three vectors form a “left-hand” set. The k vector direction is now opposite to 
that defined by E H[ ]× . On the other hand, the Poynting vector, which defines the energy 
flux density transfer, reads

	 S E H[ ]= × 	 (12.18)

Figure 12.21  Possible combinations of the dielectric permittivity and the magnetic permeability of 
materials.
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and appears to have the opposite direction with respect to k. Therefore, when an electro-
magnetic wave propagates in a “left-handed” material, the “left-hand” orientation of the 
E, H, k vector set gives rise to counterpropagating phase and group velocities.

To account for the opposite directions of phase and group velocity as well as “left-
handness” of a material with negative ε and µ, the minus sign in the square root of 
Eq. (12.16) should be chosen. Therefore, such materials are often referred to as “negative 
refraction materials.” V. G. Veselago proposed introducing “handedness” p as a material 
property with p 1= +  for “right-handed” and p 1= −  for “left-handed” ones. With this 
notation, the generalized Snell’s law takes the form

	 θ
φ

ε µ
ε µ

= =
n
n

p
p

sin
sin

2

1

2

1

2 2

1 1

	 (12.19)

with notations for angles θ, ϕ shown in Figure 12.20(b). The reflection angle remains equal 
to the incidence angle independently of material “handedness.” One can see that when 
light is coming from a right-handed material to a left-handed one, the refraction angle 
changes sign as compared to traditional optics.

Consider refraction at the border of a vacuum (or air), 1ε µ= =  and a left-handed 
medium (Figure 12.22(a)) with 1ε µ= = − . In this case, reflected intensity is zero because 
impedances are matched and only the refracted wave presents. One can see that the E 
vector, H vector, and wave vector change symmetrically with respect to the interface bor-
der. Refraction angle equals the angle of incidence but has the opposite sign. The phase 
velocity direction defined by the k vector has the opposite direction in the negative refrac-
tion medium with respect to energy flow defined by the Poynting vector. Figure 12.22(b) 
shows the results of numerical modeling for this case for a Gaussian beam. Notably, a 
plane-parallel slab of a negative refraction material can serve as a lens at normal incidence 
(Figure  12.22(c)). Many further instructive examples of unusual properties of negative 
refraction materials (not necessarily from optics) can be found in special papers and books 
(Veselago and Narimanov 2006; Cai and Shalaev 2010; Zheludev and Kivshar 2012).

Figure 12.22  Propagation of electromagnetic waves impinging a slab of negative refractive index 
material from air. (a) Negative refraction at a matched interface; (b) calculated Gaussian beam 
propagation for oblique incidence; (c) calculated Gaussian beam propagation at normal incidence 
with focusing effect. Courtesy of R. Ziolkowski.
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There is no natural material that features negative magnetic permeability in the optical 
range. J. Pendry (2000) proposed a design of  a metamaterial with negative magnetic per-
meability. At a subwavelength scale, such a material should resemble a broken conductive 
ring (single or concentric coupled) or even a couple of  plane metal plates separated by 
a dielectric (Figure 12.23(a–d)). Such elements represent an LC circuit, the inductance 
coming from a ring and capacitance coming from the air spacing. Negative permeability 
develops in a regular array of  such LC circuits. When such a material is combined with 
another periodic structure (Figure 12.23(e)), the overall response of  the whole system fea-
tures negative refraction. This idea has been followed by many research groups, mainly in 
microwaves, where the length scale allows for complicated subwavelength structures to be 
developed. For the optical region, fine techniques on the nanometer scale using high-res-
olution lithography, etching, vacuum deposition, etc. are necessary. Such an approach has 
been performed by a number of  groups.

12.7	 BIOINSPIRED NANOPHOTONICS

The wildlife of the world offers many prototype solutions suitable for various photonic 
components. There are several trends in bioinspired nanophotonics:

1.	 mimicking periodic biostructures (photonic crystals) to develop desirable optical properties 
and templating with periodic biostructures (photonic crystals);

2.	 spatial arrangement of nanostructures using biocomponents for chemical linking;

3.	 using biomaterials as photonic components, especially for bio-applications.

In what follows a few representative examples are provided for these approaches.

Figure 12.23  Examples of elementary building units to get magnetic permeability in a regular 
array (a–d) and design of a negative refraction material by means of combined arrays with 
negative permeability and negative permittivity. Reprinted from Busch et al. (2007), with 
permission from Elsevier.
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12.7.1	 Biophotonic crystals as design prototypes and templates

There are numerous cases of periodic structures in nature enabling iridescent colors owing 
to interference in periodic structures. Male peacocks’ feathers, wings of many butterflies, 
and the scales of several fish represent colors from interference in multilayer structures. 
Eyes of many insects comprise two-dimensional periodicity. Many beetles have shining 
colors from three-dimensional periodicity of scales. These cases have become common 
knowledge and were identified, described in numerous publications, and summarized in 
reviews (Srinivasarao 1999; Parker 2000; Starkey and Vukusic 2013). Among the biopho-
tonic crystal structures, a few particular cases are noteworthy.

Vukusic and Hooper (2005) described directionally controlled fluorescence emission 
in butterflies, which is an important approach to improving light extraction from LEDs 
(Zhmakin 2011; see Chapter 8 for representative examples). Another example is the 
dynamically tuned periodic two-dimensional structure of chameleons’ skin, discussed in 
detail in Section 4.3 (Figure 4.23). Another interesting example is multiple layers con-
sisting of aligned fibers present in the human cornea. Here, periodic structuring enables 
both high optical transmission and openness for chemical exchange processes, e.g., tear 
injection on blinking.

Mimicking of a moth eye was among the earlier cases of photonic crystal bioinspired 
design. It was described in detail in Chapter 11 (Section 11.3) as a prototype to efficient 
broad-band antireflective coating.

Multilayer structures present in certain tropical plant seeds have inspired designers to 
manufacture stretchable iridescent fibers. Another example is a synthetic bioinspired elas-
tic textile. This material (Morphotex®) consists of alternating polyester/nylon layers fea-
turing colors without pigment. Since absorption is not present, photoinduced bleaching is 
avoided to give highly durable colors (Kolle et al. 2013).

Morpho butterflies are known to exhibit efficient reflectance visible at a hundred meters, 
with blue color independent of angle of observation. Samsung researchers and university 
colleagues have managed to reproduce a similar angle-independent high reflectance using 
specially tailored layer-by-layer deposition of dielectric films (Chung et al. 2012).

Mimicking certain natural nanostructures can help to avoid overheating in hot climates 
(Smith et al. 2016), e.g., desert silver ants owing to their nanostructures have surfaces that 
reflect light and thus they can look for food in the hot daytime to avoid nighttime pred-
ators. In hot climates, many plants evolved in a way that allows their leaves to efficiently 
scatter IR radiation to prevent excessive heating of the water contained therein.

Biotemplating has been suggested to develop morphology-controllable materials with 
structural specificity that either cannot be obtained otherwise or that will need unrea-
sonable technological efforts (Lu et al. 2016). This can be implemented either by direct 
replication (using a biosystem to make replicas with chemical reactions or physical pro-
cesses) or by exploiting biophotonic crystal matrices as scaffolds for spatial arrangement 
of nanocomponents as dots or rods. Sol-gel techniques are actively involved in replication 
procedures. Stimuli-responsive structures can be used for sensing applications – e.g., the 
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humidity-induced color change observed in Dynastes hercules beetles has been outlined as 
a possible route to humidity sensors; pH sensing with biotemplates is considered by many 
authors as well.

12.7.2	 Spatial arrangement of nanostructures using biocomponents for chemical 
linking

Chemical linking of  specially developed semiconductor colloidal quantum dots and 
metal nanoparticles can be used to get their spatial arrangement based on DNA frag-
ment chemical recognition (specific binding). This technique is often referred to as the 
puzzle approach or DNA origami. The general idea of  this approach is sketched in 
Figure 12.24.

Figure 12.24  Schematic of plasmonic nanostructures assembled from libraries of plasmonic 
atoms with various DNA motifs. A vast library of plasmonic atoms can be synthesized using 
wet-chemistry approaches; various DNA motifs can be created using DNA nanotechnology; 
the plasmonic atoms and DNA can then be used to rationally design and synthesize a range of 
plasmonic nanostructures. Reprinted by permission from Macmillan Publishers Ltd.; Tan et al. 
(2011).
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12.7.3	 Using biomaterials as photonic components

Many biomolecules fluoresce and a few of them have quantum yield, enabling optical 
gain at pulse excitation. Additionally, biopolymers with different refractive indices in a 
thin-film form can serve as building blocks for cavity mirrors. Thus, fully biocompati-
ble and human-safe microlasers with optical pumping can be developed. An example is 
given in Figure 12.25. For the gain medium, flavin mononucleotide (FMN), a biomolecule 
produced from vitamin B2, in glycerol-mixed microspheres was used as a gain medium. 
Vitamin microspheres with diameters of 10–40 µm were formed by spraying in situ and 
encapsulated in patterned super-hydrophobic polymer films. The spheres support lasing 
at optical pump energies as low as 15 nJ per pulse with dielectric mirrors. FMN serves 
as coenzyme in a series of oxidation–reduction catalysts and is found in many types of 
human tissue, including heart, liver, and kidney tissue. The distance between the mirrors 
was adjusted to ≈23 μm using microbeads. After optical gain was established and lasing 

Figure 12.25  All-biomaterial laser using vitamin and biopolymers: (a) The chemical structure 
of flavin mononucleotide, riboflavin 5′-monophosphate sodium salt hydrate (also known as 
FMN-Na). (b) Energy-level diagram transitions corresponding to optical excitation (S0 → S1), 
spontaneous fluorescence emission and stimulated emission (S1 → S0). (c) Measured absorption 
and emission spectra. (d) Schematic of the vitamin solution laser. Inset, the measured reflectivity 
profile of the cavity mirror. (e) Laser output energy as a function of pump energy (per pulse); the 
inset shows a normalized laser spectrum at a pump energy of 1 µJ; (f) A miniature biomaterial 
gain chip on a fingertip. Reprinted from Nizamoglu et al. (2013) with permission from John Wiley 
and Sons. © 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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obtained with dielectric mirrors, a fully biocompatible version was designed using aqueous 
microdroplets with whispering gallery modes on a hydrophobic biopolymer film. Such a 
laser can serve as a basic component for in vivo sensing when combined with biosensor 
molecules with a biopolymer fiber to deliver optical pump and to transport the optical 
signal from a biosensing molecule to a detector.

Conclusion

The brief  overview offered in this chapter on a variety of trends in applied research related 
to nanophotonics clearly shows that nanophotonics is an open and extensively expand-
ing field that promises many new technological solutions, including colloidal platform, 
silicon-based photonic components, biocompatible devices, various sensing systems, and 
integration of dielectric, semiconductor, and metal nanostructures in a single device for 
optimal performance. Nanophotonics, when being biocompatible or even sometimes bio-
inspired, promises in vivo interfacing of optoelectronic components (lasers, fluorophores) 
with the human body, flexible and cheap light-emitting devices, and higher integration of 
optical components with electronic counterparts.
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          absorption coeffi cient ,     131   
  absorption saturation ,     189   
  acceptor ,     47  

  in energy transfer ,     211    
  Ag nanoparticles ,     173  

  extinction spectra ,     131   
  fl uorescence enhancement ,     176   
  nonradiative decay enhancement ,     174    

  AlAs 
  parameters ,     38    

  AlInN VCSEL ,     292   
  AlN 

  parameters ,     38   
  solid solutions ,     48    

  AlP 
  parameters ,     38    

  antenna ,     181   
  antibody ,     393   
  antigens ,     393   
  anti-Stokes luminescence ,     234   
  art pigments 

  microcrystallites ,     397    
  atomic energy unit ,     25   
  atomic length unit ,     25   
  Au nanorods 

  extinction spectra ,     131    
  Auger recombination ,     219 ,  238   
  Avogadro’s number ,     214     

  ballistic transport ,     57   
  band gap ,     28  

  correlation with elemental composition ,     38   
  photonic ,     105    

  band gap energy ,     xii ,  33   
  band structure ,     33   
  bandwidth limited pulses ,     316   
  Bessel functions 

  roots ,     24   
  spherical ,     23    

  black body radiation ,     149   
  Bloch theorem ,     28   
  Bloch waves ,     27  

  in optics ,     104    

  Bohr radius ,     26  
  for excitons ,     41    

  Boltzmann constant ,     33   
  Boltzmann factor ,     33   
  Boltzmann relation ,     148   
  Bose–Einstein statistic ,     46   
  boson ,     46 ,  53   
  bowtie antenna ,     135   
  Bragg mirror ,     111   
  Brewster angle ,     103 ,  415   
  Brewster law ,     103   
  Brillouin zones 

  in optics ,     105    
  Bruggeman formula ,     110   
  Burstein–Moss shift ,     47     

  C (diamond) 
  parameters ,     38    

  carbon dots ,     381   
  carbon quantum dots ,     245   
  Cd-based quantum dots ,     380   
  CdS 

  parameters ,     38    
  CdS nanocrystals 

  quantum size effect ,     80    
  CdSe 

  band structure ,     33   
  parameters ,     38   
  quantum dots ,     236    

  CdSe nanocrystals 
  quantum size effect ,     80    

  CdTe 
  parameters ,     38    

  CdTe nanocrystals 
  quantum size effect ,     80    

  CdTe quantum dot 
  luminescence ,     84    

  Ce-doped YAG 
  luminescence ,     241    

  chameleon ,     120   
  chromaticity coordinates ,     232   
  chromaticity diagram ,     232   
  cluster ,     73   
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colloidal crystals
in optics, 120

colloidal LED, 260
colloidal optoelectronics, 380
colloidal quantum dot LED, 383
colloidal quantum dot solar cells efficiency, 376
color space, 231
compact fluorescent lamp (CFL)

spectrum, 150
conductance quantum, 57
conduction band, 32
copper indium sulfide quantum dots, 245
core–shell quantum dot, 84
correlated color temperature (CCT), 231
Coulomb potential, 25
CuBr

parameters, 38
CuCl

parameters, 38

de Broglie wavelength, 10
for electrons in metal, 61
for electrons in semiconductors, 58

degenerate states, 15
density of states, 52 

effects in optics, 160
for photons, 154

Dexter mechanism, 212
diamond, 32

parameters, 38
dielectric, 32
dielectric constant, xiii, 42
dielectric susceptibility, 354
dipole–dipole interactions, 212
direct-gap semiconductors, 33
directional coupler, 346
dispersion law, 93
distributed Bragg reflector (DBR), 111, 128
DNA origami, 420
donor, 46

in energy transfer, 211
down-conversion, 234
DWDM, 294
dynamical Burstein–Moss shift, 198

edge-emitting (Fabry–Pérot) laser, 279
effective mass, 31
effective medium approach, 129
Einstein coefficients, 147
electroluminescence, 150

plasmonic enhancement, 175

electron–hole pair, 36
electron–hole plasma, 198
energy bands, 28
energy transfer

resonance, 212
Eu-doped phosphor, 243
excitation spectrum, 237
exciton, 41 

Bohr radius, 41
diffusion, 219
dissociation, 219
exciton–exciton annihilation, 219
in a quantum dot, 83
Rydberg energy, xiii, 41

external differential efficiency, 282
external quantum efficiency, 247
extinction coefficient, 131
extraction efficiency, 282

Fabry–Pérot resonator, 126
Fermi energy, 46

for electrons in metal, 61
Fermi golden rule, 56, 156
Fermi level, 46
Fermi–Dirac statistic, 46
fermion, 46, 53
fluorescence, 153
fluorescence line narrowing, 85
Fock states, 410
Förster mechanism, 212
Förster radius, 214
Förster resonance energy transfer, 215
Fresnel formulas, 102
fullerene, 73

GaAs
band structure, 33
parameters, 38
quantum well lasers, 279

GaN
absorption spectrum, 45
band structure, 33
parameters, 38
quantum well lasers, 279
solid solutions, 48

GaN photonics, 35
GaN quantum wells

LED, 245
GaP

band structure, 33
parameters, 38
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Ge
band structure, 33
parameters, 38

generator, 192
Grätzel cells, 372
Green’s function, 162

Hamiltonian, 13
harmonic oscillator, 16
Helmholtz equation, 97

versus Schrödinger equation, 140
heterojunction laser, 199
heterostructure, 61
heterotransfer, 211
HgTe

parameters, 38
HgTe quantum dot

luminescence, 84
HgTe quantum dots

photodetector, 388
homotransfer, 211

immunoassay, 393
impedance, 134
InAs

parameters, 294
indirect-gap semiconductors, 34
inhomogeneous broadening of optical spectrum, 85
injection efficiency, 280
InN

parameters, 38
solid solutions, 48

InP
quantum dots, 240, 256
quantum well laser, 279

InSb
parameters, 38

internal efficiency, 280
internal quantum efficiency (IQE), 247
Ioffe–Regel criterion, 138

Kerr nonlinearity, 355
Kramers–Kronig relations, 348

Lambert’s law, 182
LAN, 294
lanthanides, 241
laser, 190
laser bar, 279
laser pointer, 194

lasers, 192
lattice

body-centered cubic, 31
face-centered cubic, 31
hexagonal, 31
simple cubic, 31

lattice constant
III–V compounds, 61
in semiconductors, 58

LCD screen, 243
LED, 150
lifetime, 151
Li-Fi (Light Fidelity), 271
light extraction efficiency, 247
local density of states (LDOS), 158

in optics, 181
local electric field enhancement, 133 

in an Au antenna, 135
localization of waves, 138
lumen, 231
luminance efficacy of optical radiation  

(LER), 231
luminescence, 149
luminescent lamp, 150
luminophore, 234

Mach–Zehnder interferometer, 347
magic numbers, 73
Maxwell’s equations, 95
mean free path, 136
mercury, 150
metal, 32
metals

optical parameters, 124
microcavity, 128
mirror

dielectric, 109
metallic, 122

MOCVD, 63
in LED fabrication, 246

modal gain, 281
coefficient, 281

mode, 52
mode locking, 195

in semiconductor lasers, 329
molecular beam epitaxy (MBE), 200
moth-eye antireflection design, 374
MOVPE, 63
multi-exciton generation (MEG), 365
multilayer stack, 104
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nanocrystal, 73
nanoplasmonics, 129
nanorods, 72
nanowire

energy transfer, 220

opal, 117
optical analogies to quantum phenomena, 140
optical antenna, 134
optical gain

in semiconductors, 198

Pauli’s exclusion principle, 32
Pb-based quantum dots, 380
PbS

parameters, 38
PbS colloidal quantum dot

in solar cells, 369
PbS-doped glasses, 318
PbSe

parameters, 38
PbSe quantum dots

photodetector, 387
periodic medium in optics, 104
perovskite nanocrystals, 381
perovskite quantum dots, 245
pH detector, 398
phosphor, 235
phosphorescence, 153
photodetector characteristics, 387
photoluminescence, 150
photoluminescence kinetic

CdSe quantum dots, 151
Eu ions, 151

photon density of states (DOS), 154
photon lifetime in a cavity, 283
photonic band structure, 112
photonic crystal, 111

waveguides, 121
photonic dots, 128
photopic sensitivity, 229
Planck constant, 10
Planck formula, 148
plasma frequency, 122
plasmonic sensors, 131
plasmonics

for optoelectronic devices, 388
in LEDs, 265

Poisson distribution, 408
polarization, 101
Purcell effect, 157
Purcell factor, 157

Q-factor, 127
Q-switching, 195
quantum confinement, 58
quantum dot, 59, 74

energy transfer, 220
in display devices, 243

quantum dot solids, 87
quantum number

magnetic, 24
orbital, 24
principal, 24, 26
radial, 26

quantum well, 59, 63
energy transfer, 220
spherical, 22

quantum wire, 59, 70
quantum yield, 151
quarter-wave stack, 106
quasi-momentum, 28
quasiparticles, 35

Raman labels, 394
Raman scattering, 160
random lasing, 140
Rayleigh scattering, 160
recombination, 37
reflection

total, 100
total, frustrated, 126

reflection coefficient, 100
GaN/air interface, 100
Si/air interface, 100

refractive index, 93
complex, 130
sensing, 399
of solids, 94

rocksalt, 32
Rydberg energy, 26

Saha equation, 43, 57
saturable absorber, 313
scattering, 56

in optics, 137
Schrödinger equation, 13
scotopic-to-photopic ratio, 252
semiconductor disk laser, 322
semiconductor doped glasses, 317
semiconductor materials in photonics, 34
semiconductors, 33
SERS, 395

for microcrystallites, 396
ZnO nanocrystals, 395
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SESAM, 195
Shockley–Queisser limit, 365
Si

band structure, 33
Si electro-optical modulator, 353
SiC

parameters, 38
silicon photonics, 346
silicon-on-insulator (SOI), 346
skin effect, 124
slow light, 357
Snell’s law, 100
solar radiation spectrum, 150
solid solution

GaN, InN, AlN, 48
spectral hole burning, 85
spherical coordinates, 22
spontaneous transitions, 147
standard luminosity function, 230
stimulated transitions, 147
Stokes shift, 234
stop band, 105
superlattice, 19, 285

thermal radiation, 148
threshold current density, 281
TNT (trinitrotoluene) detector, 396, 397
transmission coefficient, 131
transparency current, 280
tumor markers, 393
tunneling, 19

in optics, 126
resonant, 285
resonant in optics, 21, 105

Urbach–Martienssen rule, 46

valence band, 32
VCSEL, 202
velocity, 92

phase, 93
vision, 136

wall-plug efficiency (WPE), 248
wave equation, 96
wave function, 11
wave number, 92
wave vector, 92
waveguide, 101
wavelength, 92
wavelength in a medium, 97
whispering gallery modes, 128
Wigner spin, 219
wurtzite, 32

Yagi–Uda antenna, 135

zinc blende, 32
ZnO

parameters, 38
ZnO nanocrystals

quantum size effect, 80
ZnS

parameters, 38
ZnSe

absorption spectrum, 45
parameters, 38

ZnSe nanocrystals
quantum size effect, 80

ZnSe quantum dot
luminescence, 84

ZnTe
parameters, 38
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